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Abstract.

In this work we present studies with novel machine learning techniques about different
cosmological problems. In the first part of the work we present the necessary theoretical
framework to understand the astronomical problems that we will address. In Chapter 1
we present an introduction of the standard cosmological model, while in Chapter 2 we
present the principal details of the Machine learning techniques that we will use. This
kind of algorithms represent a new way of analysing big datasets and to find patterns
and relations between the variables that are involved in an specific problem. While these
techniques have been applied with a lot of success in technological problems and in other
areas of science, we apply it for 2 astronomical issues: the dynamical classification of
galaxy clusters (Chapter 3) and the statistical study of the temperature anisotropies of the
cosmological cosmic microwave background (Chapter 7). We also present an statistical
analysis of the relation between the dynamical status of galaxy clusters and the magnetic
fields in their intra-cluster medium (Chapter 4) and a series of individual studies of systems
that were previously classify as merging clusters (Chapters 5 and 6). In the last Chapter
(8) we introduce a theoretical study of the observational and cosmological implications
that may have an interaction between the dark matter particle and the cosmic microwave
background photons.
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Chapter 1

Standard cosmological model.

1.1 Brief introduction about the geometry and evolution
of the Universe.

Cosmology is the study of the origin and evolution of the Universe. Taking into account
the temporary and spatial scales involved, in order to study the evolution of the Universe is
necessary to use the general relativity framework. In this theory the space-time structure
is represented with a differential manifold plus a metric tensor that fulfil Einstein field
equations:

Rµν −
1

2
gµνR− gµνΛ = 8πGTµν (1.1)

where Rµν is the Ricci tensor, gµν is the metric tensor, Λ is the cosmological constant,
G is the Newton constant and Tµν is the energy-momentum tensor that depends on the
energy and matter distribution of the universe.

The standard cosmological model is based on the assumption that the Universe is
isotropic and homogeneous at large scales (cosmological principle). This principle is sup-
ported by lot of observations (galaxy distributions at large scale, cosmic microwave back-
ground, etc. [78, 92]). Taking into account this assumptions and resolving the Einsteins
equations, the Universe can be described by the Friedmann-Robertson-Walker (FRW) met-
ric:

3
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ds2 = gµνdx
µdxν = dt2 − a2(t)[

dr2

1−Kr2
+ r2(dθ2 + sen2(θ)dφ2)] (1.2)

where {xµ}µ=0,1,2,3 are the coordinates of the space-time ((t,r,θ,φ) in the second equal-
ity), a(t) is the scale factor and K is a constant that specify the curvature (K = 0 flat
curvature, K < 0 open curvature and K > 0 closed curvature).

If we assume that the matter of the Universe can be represented, in a first approx-
imation, as a perfect fluid with an state equation p = ωρ, and taking into account the
symmetries introduced by the cosmological principle, the energy-momentum tensor is:

Tµν = diag(ρ,−p,−p,−p) (1.3)

where ρ is the total matter density and p is the pressure. Putting 1.3 and 1.2, in 1.1, we
can obtain the Friedmann equations that determine the evolution of the scale factor

ä

a
= −4πG

3
(ρ+ 3p) +

Λ

3
(1.4)

ä

a
+ 2

(
ȧ

a

)2

+ 2
K

a2
= 4πG(ρ− p) + Λ (1.5)

where dot indicate derivation with respect to the cosmic time t. Replacing 1.4 in 1.5,
we obtain:

H2(t) ≡
(
ȧ

a

)2

=
8πG

3
ρ+

K

a2
+

Λ

3
(1.6)

where H(t) is the Hubble parameter. Deriving 1.6 and combining with 1.4 we can
obtain the energy conservation equation

ρ̇+ 3H(ρ+ p) = 0 (1.7)

and, taking into account the state equation for a perfect fluid

ρ ∝ a−3(1+ω) (1.8)

The last cosmological observations [78, 83], suggest that the universe is compound for
different fluids, and so, the total energy density can be expressed as
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ρ =
N∑
i=1

ρi,0
a3(1+ωi)

(1.9)

where ρi,0 is the density of each fluid in the present time, ωi is the state equation of
each fluid and where the scale factor is normalized in order to have a0 = a(t0) = 1,
where t0 is the present time. Taking into account these definitions, the equation 1.6 can be
expressed as

H2(t) =
8πG

3

N∑
i=1

ρi,0
a3(1+ωi)

+
K

a2
(1.10)

It is worth to note that the cosmological constant can be described as a prefect fluid
with an state equation pΛ = −ρΛ.

After that, using equation 1.10, we can estimate K in function of the densities of the
different matter and energy fluids.

K = H2(t)

(
8πG

3H2

N∑
i=1

ρi,0
a3(1+ωi)

− 1

)
(1.11)

Defining the critic density ρc as the total density that the universe have to had in order
to be flat (K = 0).

ρc =
3H2

8πG
(1.12)

Taking into account this definition, we can define the density parameter Ωi [38] for
each fluid i as:

Ωi ≡
ρi
ρc

(1.13)

For completeness we define the density parameter for the curvature as:

ΩK =
K

H2
(1.14)

and so, the equation 1.11 is reduced to
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N∑
i=1

Ωi + ΩΛ + ΩK = 1 (1.15)

Finally, taking into account all these definitions, the evolution of the scale factor (Equa-
tion 1.6) is:

H2(t) = H2
0

(
N∑
i=1

Ωi,0

a3(1+ωi)
+

ΩK,0

a2
+ ΩΛ,0

)
(1.16)

where subscript 0 indicates the parameters values at present time t0.
From this equation we can infer that the evolution of the universe is determined by the

proportions and properties of the different fluids that make up the universe.
Is known that the universe is composes basically for 3 different types of matter. Taking

into account the state equation of each fluid individually, we can study the evolution of its
density and determine the fluid that dominates in each cosmological phase.

• Non-Relativistic Matter: The state equation for non-relativistic matter is ω = 0, and
so taking into account the equation 1.8, the density is ρ ∝ a−3. This result can be
understood because the matter density drops out as a−3 due to the expansion of the
universe.

• Relativistic Matter: For the relativistic matter the state equation is ω = 1/3, and so
the density is ρ ∝ a−4. We can interpret this result if we take into account that the
relativistic matter density drops out proportional to a−3 due to the expansion of the
universe, but it has an extra contribution proportional to a−1 because the photons
loose energy due to the cosmological redshift effect. The cosmological redshift can
be estimated if we take into account the photon propagation through null space-
time geodesic of the FRW metric. Comparing the wavelength of the photons in the
emission (λe) and reception point (λr) it can be seen that they have an energy loss
(λe < λr) proportional to the growth of the scale factor:

1 + z =
λr
λe

=
ar
ae

(1.17)

• Cosmological constant Λ: The cosmological constant has an state equation ω = −1,
and so, its density is constant ρ = cte.
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Studying the temporal evolution of the density of this 3 fluids we can identify 3 cos-
mological phases. At the beginning (a → 0) the universe was dominated by the rela-
tivistic matter, after that, because the relativistic matter density drops out as a−4 and the
non-relativistic matter density drops out as a−3 their density became equal at (teq) at a
characteristic scale aeq = a(teq). After teq the evolution of the universe became dominated
by the non-relativistic matter density. Finally, taking into account that the density of Λ is
constant, the evolution of the scale factor at late time is dominated by this parameter. This
behaviour can be seen in figures 1.1 y 1.2 .

Figure 1.1: Energy density vs scale factor for the different fluids. aeq correspond to the
time where the densities of the relativistic and non-relativistic matter are equal. Figure
extracted from Modern Cosmology, Scott Dodelson[49].

In the last decade, thanks to numerous observations in different electromagnetic bands
(Cosmic microwave background [78], supernovas Ia [76, 83], etc.), we achieve very high
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Figure 1.2: Scale factor evolution in the different cosmological phases. Figure extracted
from Modern Astronomy, Bradley W. Carrol & Dale A. Ostlie. [37]

precision measurements of the different cosmological parameters. The standard cosmo-
logical model set down that we live in a flat universe (K = 0), with Ωm,0 = 0.321±0.013,
ΩΛ,0 = 0.679± 0.013 and H0 = 66.88± 0.92 [80].

It is worth to note that although this model explain in a very precise way lot of ob-
servations, there are still some contradictions, inconsistencies and observations that are
difficult to explain. One of the more important and more studied problems is the in-
consistency between the Hubble constant estimated trough the cosmic microwave back-
ground (H0 = 66.88 [80]) and the one estimated with local Supernovas Ia calibrated
trough cepheids stars (H0 = 73.24 [83]).

It is worth to note that this measurements were done with independent data sets that
comes from very different physics, and so, the may have different systematic errors. The
cosmic microwave measurements is interpreted with the kinetic theory in an expansive
universe (Boltzmann-Einstein equation) applied to the early universe (See Chapter 7). Al-
though this is a very well known theory, that was apply successfully in different problems,
in order to interpret the results of it application to the early universe is necessary to under-
stand all the contamination sources that affects the photons that comes from the CMB. On
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the other hand, the measurement of the Hubble constant made with supernovas Ia infor-
mation uses very complex models for the calibration of the supernovas explosions, with
cepheid stars. While all the physics that intervenes in this explosions makes that the mod-
els have a lot of free parameters, the supernovas are in the near universe (z < 0.4), and
so, are not so affected from foreground contamination as the photons that comes from the
CMB.

Different solutions have been proposed to explain this problem [30, 47, 52], but until
now there is no conclusive answer.
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1.2 The dark sector.

As was specified in section 1.1 according to the standard cosmological model we live
in a flat universe (K = 0), with Ωm,0 = 0.321 ± 0.013, ΩΛ,0 = 0.679 ± 0.013 and
H0 = 66.88 ± 0.92 [80]. Where Ωm,0 = 0.321 is the combination of baryonic matter 1

Ωb,0 = 0.0494± 0.0004 and dark matter Ωdm,0 = 0.269± 0.004.

From the different components of the universe we only understand the physics of the
baryonic matter and the radiation (relativistic matter), that only represent the ≈ 5% of
the total energy in the present time. The other 95% is composed by 2 unknown forms of
matter which physics is not completely understood, the dark matter and the dark energy.

Although we do not know the properties of these fluids, we do know some general
characteristics that we can deduce from different cosmological observations. These obser-
vations allows us to put constraints in the space-parameters (masses, coupling constants,
velocities, etc.) where these particles may live, and in some cases, make stringent predic-
tions that can be contrasted with observations.

In this section we summarise the principal properties of dark matter and dark energy.
We also analyse the different candidates that comes from extension to the standard particle
model and from modified gravities that have been proposed for dark matter particle.

1.2.1 The dark matter.

Observational evidences.

The dark matter was first postulated by Fritz Zwicky [108] in 1933 as an explanation to
the big relative velocities found in the galaxies of the Coma cluster. From then, numerous
independent observations at different scales, indicates that there is more matter than the
one that we can infer from the light that we observe.

• Galactic scale:

One of the most important evidences of the dark matter is the flattening of the rota-
tion curves of disk galaxies (figure 1.3).

1In astronomy is common to call baryonic matter to all non-relativistic fluids formed by standard model
particles and so, for example, the electrons are considered baryonic matter although strictly they are not
baryons.
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Figure 1.3: Rotation curve of the disk galaxy NGC 6503. Figure extracted from Begeman
et al. 1991 [24]

Assuming that disk galaxies follows the virial theorem, we can established a relation
between the mass of a system at a certain distance r from the centre and its rotation
velocity:

M(r) ∝ v2r/G (1.18)

where G is the Newton constant and v is the rotational velocity, that can be mea-
sured, for example, from the HI (neutron hydrogen) emission at 21cm. If all the
mass of a galaxy is associated with their light emission, then, after the radii where
we stop seeing light, the enclosed mass would be constant, and so, the rotational
velocity would fall down as v2 ∝ 1/r. Nevertheless, as can be seen in figure 1.3,
the rotation curve became constant (v = cte), implying that M ∝ r beyond the radii
where the galaxy stop emitting light. This suggest the presence of a dark matter halo
that extents beyond this radii.

It is worth to note that, through the analysis of gravitational lenses, they where able
to found evidence of the presence of dark matter in elliptic galaxies (strong lensing
[67] and weak lensing [61].)
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• Galaxy Clusters scales:

The first evidence of the dark matter in galaxy clusters are the studies of Zwicky.
He compare the mass of the Coma cluster, estimated using the virial theorem, with
the luminosity, and found that the mass-to-light ratio was 10 times bigger than the
mass-to-light ratio of galaxies [108, 109]. He conclude that this cluster should have
more mass than the one that we observe through light emission. Nowadays the mass
of galaxy clusters can be estimated through different methods, as the application
of the virial theorem to the radial velocity distribution of galaxies, weak and strong
lensing effect, density profiles of X-ray emission from the hot gas in the intra-cluster
medium (ICM), etc. Comparing the results of these techniques it can be found that
most of the matter of galaxy clusters is in form of dark matter [26].

Another evidence of the existence of dark matter in galaxy clusters is the offset
between the mass distribution (inferred with gravitational lensing analysis) and the
X-ray emission from the hot gas in the ICM in merging clusters ([43], [44], [72]).
In chapter 3 we present a detailed analysis of the importance of merging clusters in
modern cosmology.

• Cosmological scales:

Using the cosmic microwave background (CMB) information we can put stringent
constraints on the dark matter and baryonic matter densities. Taking into account
the latest data from Planck telescope [80] they inferred the following parameters:

Ωb,0h
2 = 0.0222± 0.0002

Ωdm,0h
2 = 0.1197± 0.0022

ΩΛ,0 = 0.685± 0.013

H0 = 67.31± 0.96

where Ωb,0 is the baryonic density, Ωdm,0 is the dark matter density, ΩΛ,0 is the
density of the cosmological constant and H0 is the Hubble constant.
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In order to estimate these parameters you have to fit the power spectra of temperature
fluctuations of the CMB. As it can be seen in figure 1.4, the power spectra is very
sensitive to the content of dark matter, and so, you can use it to estimate it.
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Figure 1.4: Power spectra of the cosmic microwave background for different values of
Ωdm,0.

Dark matter general properties.

At the present time there a lot of candidates to be the dark matter particle, and so, is
necessary to know the fundamental properties that it should have. It is also important to
have in mind all the observations to which it has to be consistent. Taking all this into
account we can list 6 properties that a particle must fulfil in order to be the dark matter
[103].

1. Does it match the appropriate relic density?

A viable dark matter candidate has to be an stable particle with a medium lifetime
τ bigger than the universe age (τ ≈ 4.3 ∗ 1017s) guaranteeing its survival until the
present time. At the same time, it must have a production mechanism that fulfil the
wright values of the relic densities (ΩDM ∼ 0.1197).

2. Is it cold?
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The temporal evolution of the matter density perturbations depends on the micro-
scopic properties of the dark matter. In the standard model, after the matter-radiation
equality epoch (aeq), the dark matter density perturbations start growing, and the
baryons start going down to the potential wells forming the seeds where the galax-
ies will grow. Due to the non-collisional behaviour of the dark matter, there exist
a characteristic minimum scale, that depends on the dark matter velocity (a bigger
velocity a bigger scale), where the particles can cluster. All the observations suggest
that the dark matter must be cold, i.e. it must have non-relativistic velocities before
aeq, in order to be able to cluster in galactic scales.

Another consequence of the col dark matter model (CDM) is the hierarchical struc-
ture formation. In this model, the smaller structures are form earlier and then, trough
their mergers, the bigger structures are set up. On the other hand, if the dark matter
would be hot (HDM) the structure formation would be the other way around. At
earlier times the bigger structures would be formed and then, trough fragmentation,
the smaller structure would be formed. This behaviour can be seen in the density
perturbation power spectra where for a hot dark matter it has an exponential decay
for large k, i.e. for small scales. It is worth to remark, that all the observational evi-
dences [31, 75] and the cosmological simulations [96], points to a cold dark matter
model.

3. Is it neutral?

Although there are some candidates that have an electric charge (CHAMPs [45, 48],
SIMP [98]) there are some studies that put stringent constraints that discard most
of them [103]. Taking this into account, the standard model establishes that the
dark matter particle must be neutral or have a very small cross-section σγ−dm <

2.2510−6σth(
mdm
GeV

) [97], where σth is the Thompson cross-section and mdm is the
dark matter particle mass.

4. Is it consistent with Big Bang Nucleosynthesis?

The big bang nucleosynthesis theory predict the relic abundance of the chemical
elements produced during the first 3 minutes after the big bang. In the standard
model, the nucleosynthesis depends on the ratio between baryons and photons νb
and in the expansion rate of the universe. Taking this into account, any new particle
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that modifies this factors will affect the abundance of the primordial elements and
may contradict the observations.

5. Does it leave stellar evolution unchanged?

Some dark matter candidates can be generated in the hot plasma inside stars and, due
to the non-collisional nature, may escape without interact with the other particles.
This effect may cause a significant loose of energy modifying the star evolution. It
can also be the case that the annihilation of dark matter particles produce an extra
source of energy comparable to the nuclear reactions ([88], [93] and [53]), mod-
ifying the evolution of the stars and the properties of pop III stars ([84],[41] and
[95]).

6. Is it compatible with constraints on self-interactions?

Taking into account the latest observations, the dark matter must have a very small
self-interaction cross-section σ.

• Gnedin y Ostriker [56], shows that for (0.3 ≤ σ/m ≤ 1014)cm2/g, the dark
matter galactic haloes inside clusters would evaporated in a smaller time than
the universe age.

• Natarajan et al. [71], studying gravitational lenses of galactic haloes exclude
values of σ/m ≥ 42cm2/g

• An upper limit σ/m < 0.1cm2/g was obtained by Arabadjis et al. [20] com-
paring the density profiles of real and simulated haloes.

• Hennawi y Ostriker [60], exclude values of σ/m lower than 0.02cm2/g taking
into account the masses of supermassive black holes in the centre of galaxies.

• Markevitch et al. [70], studying the density distributions of dark matter and
hot gas in the bullet cluster, put an upperlimit of σ/m < 1cm2/g.

• Harvey et al. [59] analysing statistically 72 merging clusters put an upperlimit
of σ/m < 0.47cm2/g
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Figure 1.5: Interaction Cross-section between dark matter and baryons as a function of
dark matter particle mass for the most important candidates. In red are shown hot dark
matter candidates, in pink warm dark matter candidates and in blue cold dark matter can-
didates. Figure extracted from Roszkowski et al. 2017 [86]

Dark matter particle candidates.

From the first observational evidences of the existence of the dark matter numerous can-
didates has been proposed. In figure 1.5 it can be seen the principal candidates order by
their mass and interaction cross-section with standard model particles by which it may be
detected. As it can be seen both parameters extend several magnitude orders making the
zoo of candidates very wide.

One of the most important candidates are the WIMPS (Weakly interacting massive
particles) that are predicted by some extensions of the standard model of particles. This
hypothetical particles have masses around (mDM ∼ GeV ) and only interact through the
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weak interaction with standard model particles [86]. If you take into account the produc-
tion mechanism predicted by the particle physics theory, you can obtained the correct relic
abundance measured with cosmological observations. This fact is known as the WIMP

miracle and is the reason why these candidates are one most studied ones. The WIMPs
candidates include particles that comes from supersymmetric theories like the neutralinos
and the sneutrinos [51] and particles that comes from gravity theories on higher dimen-
sions like Kaluza-Klein [66] theory.

Besides WIMPS, another very studied candidates that come from extensions of the
standard model of particles are the axions and the sterile neutrinos.

• Axions: This particle was postulated in order to resolve the CP symmetry viola-
tion problem 2. The latest observations put stringent constraints in the mass of the
axion (maxion ≤ 0.01eV ) and it is expected that they interact very weakly with stan-
dard model particles, and so, they would no be in thermal equilibrium in the early
universe. Although there is not an unique estimation of the relic density of the ax-
ions because you need to make some assumptions about the production mechanism,
there is a mass range where the axions fulfil all the requirements and are a viable
dark matter candidate [85]. It is worth to note that because of their mass axions may
be considered hot dark matter, their properties make that they behave as cold dark
matter for the structure formation.

• Sterile Neutrinos: Sterile neutrinos are hypothetical particles that were proposed to
explained the results of the latest experiments with neutrinos. The sterile neutri-
nos have no charge, have 1/2 spin and only interact with standard model particles
through gravity. They were also proposed to explain an emission line in the γ-ray
spectra of some extragalactic sources ([32] y [35]).

Experiment for the detection of dark matter.

The diversity of dark matter candidates imply that we must look for signals in very dif-
ferent ways and with different methods. Nowadays there are 4 basics methodologies to
look for dark matter signals (Figure 1.6): Direct detection, that look for the signals of

2The CP symmetry is the composition of the C symmetry that says that physics laws have to be the same
if we interchange the positive and negative charges. On the other hand, the P symmetry says that the physics
laws should not change if we invert the spatial coordinates.
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the interactions between dark matter and standard model particles, indirect detection, that
look for the signals produced by dark matter annihilation or decay into standard model
particles, particle collider experiments, that look for dark matter particles produced in the
collisions of standard model particles and astrophysical experiments that studied how the
dark matter properties may affect different astronomical objects (Section 1.2).

Figure 1.6: The 4 basics methodologies used in the dark matter search. Bauer et al. 2013
[23]

• Direct Detection:

It is expected that the dark matter is present all around the universe, and so, the
earth is moving trough the dark matter halo of our galaxy. Taking into account
the local dark matter density that we expected to have around the earth (ρDM =

5 ∗ 10−25g/cm3]), we may detect the signals produced by the interactions between
the dark matter particles and the standard model particles on earth. As was specify
before, this interaction would be very weak, and so, it would be very difficult to
detect. Another problem is that there is a lot of contamination sources like, γ-rays,
β particles, muons and neutrons that are very difficult to distinguish from a real
signal. Taking all this into account, the dark matter detectors are settled more than
2km below earth in order to reduce the contamination.

Because it is not clear how the dark matter will interact with normal matter, it is
common to study 2 cases: scalar interactions that do not depend on the spin and
vector interactions that depends on the spin.

Nowadays there are a lot of dark matter direct detection experiments, namely:

– Cryogenic Dark Matter Search (CDMS) : This experiment is an array of semi-
conductors, settled in U.S.A., that measures temperatures up to milikelvin.
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They were able to measure 3 events that were interpreted as the signal of an
interaction between a dark matter particle with a mass of 8.6 GeV/c2 and a
cross-section of σ = 1.9 ∗ 10−41cm2 [39]. Nevertheless, these results were not
confirm by another independent experiment [5, 6].

– DAMA/LIBRA : This experiment look for signals with scintillator detectors
[25]. They look for signals with an annual modulation that should be caused
by the translation movement of the earth around the sun. They were able to
measure a signal with an annual modulation and with a very high signal-to-
noise ratio for more that 20 years. Nevertheless the interpretation of this signal
as the interaction of a dark matter particle with standard model particles is
inconsistent with the results found by another experiments [89].

– XENON : This detector is settled in Italy and uses liquid Xenon as a target. It
have a sensitivity to detect a particle with a cross-section up to 2 ∗ 10−45cm2

and with a mass of 65Gev/c2. They do not found any signal, discarding almost
all the parameters explored by another experiments (see figure 1.7) and, in
particular, refuting the results found by CDMS and DAMA/LIBRA ([16] y
[13]).

– CoGeNT: This detector look for signals produced by the scattering between
dark matter particles and germanium nuclei. They were able to measure a
signal with an annual modulation consistent with a dark matter particle with a
mass of 7−10GeV [1], nevertheless this signal only have a confidence level of
2.8σ and was not confirmed by another independent experiments in the same
mass range.

– CRESST-II: This detector look for signals produced by the scattering between
dark matter particles and CaWO4 crystal nuclei [14]. They were able to mea-
sure an excess of events in the mass range of 10 GeV and 25 GeV with a con-
fidence level of 4.2σ y 4.7σ respectively. Nevertheless, after that they demon-
strate that this excess were produced by contamination sources that were not
taking into account previously [15, 68].

In figure 1.7, we show the parameter space for an scalar interaction (spin indepen-
dent) and the zones of exclusion found by different experiments.
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Figure 1.7: Constraint in the cross-section vs mass space for scalar interactions. The
limits found by different experiments are: LUX in solid black lines [10], in grey are plot
PandaX-II results [74], in brown lines are shown XENON100 and XENON1T [18, 19] and
in violet lines CDMSlite-II [101]. The predicted limits for future projects are: CRESST-III
[100] in light-blue, DarkSide G2 [2] in dotted violet lines, DEAP3600 [46] in dotted blue
lines, LZ [102] in black dotted line, SuperCDMS and SNOLAB [7] in pink dotted line
and, in dotted brown line, XENON1T/nT [17]. We also plot in green the area favoured
by the minimal super-symmetric models (MSSM) and in brown the area favoured by the
constraint minimal supersymmetric model (CMSSM). In blue shadow areas are shown
the events observed by CDMS (blue), CoGenT (grey), CRESST-II (light-blue) y DAMA-
LIBRA (light green). Finally, the shadow orange area at the bottom of the plot correspond
to the irreducible neutrino background [28]. Figure extracted from Roszkowski et al. 2017
[86].

• Indirect Detection:

The indirect detection methodology look for signals produced by the annihilation
and the decay of dark matter particles into standard model particles. It is worth to
note that, as was specify before, is expected that the dark matter is stable or have a
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medium lifetime longer that the universe age, then it is expected that the signal from
decay will be negligible. The signals from annihilation could be very energetic
photons (γ-ray or X-ray), neutrinos or cosmic rays (positrons, electrons, etc.) and
their energy depends on the properties of the dark matter. The flux of the these
radiation will depends on the annihilation rate that is proportional to the square of
the dark matter density ΓA ∝ ρ2

DM [27]. This is why it is expected that the signal
will be strong towards the galactic centre where the dark matter density is bigger.

Among the most important projects for indirect detection is the γ-ray Fermi spatial
telescope. This telescope was able to observed the Milky-way centre (figure 1.8),
some Milky-way satellites and the Coma clusters, and to established constraints that
exclude some dark matter candidates ([55] and [104]). It is important to remark
also the telescopes HESS (High Energy Stereoscopic System) [8], VERITAS [62],
MAGIC [12] and CTA (Cherenkov telescope array) [36], which are designed to
detect the Cherenkov radiation produced by the interaction between γ-rays and the
earth atmosphere. In figure 1.9 we show the current constraints obtained by the
different telescopes. We also show the predicted limits for future experiments.

Figure 1.8: Full-sky map of the γ-ray emission observed with the Fermi spatial telescope
FERMI. Figure extracted from http://www.nasa.gov

It is also important to remark 2 works ([32] y [35]) where, through the analysis of
the γ-ray emission from different extragalactic sources (Andromeda galaxy, Perseus
Cluster, Coma Cluster, etc.), they identify an emission line ofE = 3.55−3.57±0.03

KeV that does not match with any known emission line. This new line can be inter-
preted as the emission produced by the decay of an sterile neutrino with a mass of
msn = 7.06±0.05KeV , into photons and neutrinos. This interpretation is consistent

http://www.nasa.gov/mission_pages/GLAST/news/new-structure.html
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Figure 1.9: Current constrains in the mass vs cross-section space for the annihilation of
dark matter particles. In gold line is shown the results obtained with the analysis of dwarf
galaxies with Fermi-LAT [11] data. In black line is plotted the analysis combining Fermi-
LAT and MAGIC [69] data. The results obtained with HESS observations [3] are shown in
violet lines, while the constraints obtained with Fermi-LAT observations of the Milky-way
centre [57] are shown in grey lines. The results obtained by Planck collaboration through
the analysis of CMB data [79] are plotted in dotted blue and green lines. The constraints
obtained with the joined analysis of 45 dwarf galaxies [40] are shown in dotted brown
lines, while the limits obtained by CTA collaboration [4] assuming an NFW profile are
shown in dotted pink lines, while the constraints obtained assuming an Einasto profile are
shown in dotted red line. In grey dotted line is shown the cross section of the annihilation
that correspond to the thermal production of WIMPs particles [99]. Figure extracted from
[87]

with all the constraints that comes from cosmological observations. Although this
results were confirmed with Suzaku telescope observations of the Perseus Cluster
[105] and for the observations of XMM-Newton telescope of galactic centre [33],
the Suzaku observations of other galaxy clusters [105] and the HITOMI XMM-
Newton telescope observation of Perseus cluster [9] do not found such emission
line. It is also worth to remark different works that discuss possible astrophysics ex-
planations for this signal, including emission lines of potassium and chlorine atoms
transitions [105] or the charge interchange between sulphide ions and neutral hydro-
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gen atoms [58, 94]. They also found similar signals in supernovas remnants [64].

• Particle colliders:

The dark matter can also be produced in the collide of very energetic standard model
particles. If a dark matter particle is produced in this way it would escape through
the detectors without producing any signal. Nevertheless its presence can be de-
duced by a decrease of the momentum of the detected particles, this is why particle
colliders are more sensitive to lighter dark matter particles, that may be produced
with a higher momentum [23].

• Astrophysical probes:

Taking into account the specific properties of each dark matter candidate, and how
this properties may affect some astrophysical phenomena, we can put stringent con-
straints in certain dark matter parameters. As an example, the coupling between dark
matter with standard model particles can affect the cooling of compact objects (stars,
neutron stars, white dwarfs, etc.) and the transparency of the extragalactic medium
[22, 63]. In a similar manner, the fluctuations of the CMB are sensitive to the an-
nihilation rate of the dark matter during the recombination epoch, that may change
significantly the power spectra [73]. It is also work to remark that even very small
interactions between dark matter and photons may have important consequences ei-
ther in the power spectra of the CMB [107] and in the large scale structure formation
of the universe [29, 90, 91].

1.2.2 Dark Energy.

The discovery of the acceleration expansion rate of the universe ([82] and [76]), give place
to a new era in modern cosmology. This result is one of the most important evidence that
the ≈ 70% of the universe is composed of a new form of matter, different either from
baryonic matter and dark matter, known as dark energy. This results were also confirmed
by other cosmological probes as the CMB fluctuations [78] and the baryonic acoustic
oscillations (BAO) [50].

The dark energy is characterised by an state equation PDE = ωDEρDE , where PDE is
the pressure and ρDE is the dark energy density. In order to produce an accelerated cosmic
expansion the dark energy should have ωDE < −1/3.
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One of the principal candidates to dark energy is the cosmological constant Λ that
have ωΛ = −1. Although this constant could be interpreted as the vacuum energy, there
are several order of magnitude of difference between the value measured in cosmological
observations with the one measured through particle physics experiments [106]. Another
authors proposed a new type of matter as the quinteseence ([54], [81]), Chaplygin gas
[65] or the k-essence ([42], [21]). On the other hand Buchert et al. 2000 [34] proposed
that the inhomogeneities in the large scale matter distribution may produce an accelerated
expansion similar to the one observed.
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Chapter 2

A brief introduction to Machine
Learning Techniques.

Machine Learning techniques are computer algorithms that learn to perform certain tasks
(prediction, classification, etc.) through training with known examples. Formally, Tom

Mitchell [3] defines that a computer program learns to perform a task T , based on a training
E and taking into account a measure P of its performance, if this measure P when making
T improves with the training E .

While this definition may seem complex at first, the main idea behind these techniques
is very natural and will be clear studying the following example.

Ejemplo: Learning to classify astronomical objects.
In this example we will try to classify astronomical objects into stars, variable stars

and quasars, using only photometric information. Specifically, we will use their colours
u − g, g − r, r − i and i − z. Where u, g, r, i and z are the SDSS photometric bands.
Using the aforementioned data set, in which we know both the optical emission of each
object and its actual classification, we will train a machine learning algorithm known
as Random Forest a. Then we will measure its performance taking into account the
number of objects in which the algorithm have a correct prediction and the amount of
objects with a wrong prediction. The result of the training can be seen in figure 2.1,
where it is shown that as we increase the number of examples in the training set (i.e
we increase the training E), it also increase the performance (P) the method. This can
be understood taking into account that as we increase the number of examples in the
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training set, the algorithm can learn better the main characteristics of each class. It is
worth to mention that this learning process will never be perfect, that is to say that there
is always the possibility that our algorithm fails to predict the correct class of a new
object. Nowadays most of the work while dealing with machine learning techniques, is
dedicated to decrease the errors at predicting new observations.

Figure 2.1: Percentage of objects well classified as a function of the number of examples
present in the training set

aThe details of this algorithm will be introduced in the section 2.1.1.

Machine Learning techniques can be classified into 2 main categories: Supervised
Learning and Unsupervised Learning. It is important to clarify that there are other cat-
egories of machine learning methods, such as Reinforcement Learning, that will not be
discussed in this thesis.
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Broadly speaking, the goal of supervised learning is to establish a correspondence
between input data and the desired output data, using known instances as a training set.
An example of this type of techniques are the machine learning algorithms that tries to
classify a series of observations among several categories. This problem is known as a
classification problem.

On the other hand, the main goal of unsupervised learning is to find structures or
patterns in the data set, analysing it without having any a priori information.

2.1 Supervised Learning.

As stated previously, the main objective of supervised learning is to learn a correlation or
correspondence between a set of input variables x (also known as features) and an output
set y analysing a known data set D = (xi, yi)

N
i=1. Where D is the training set and N is

the number of examples in this set that are going to be studied. In the simplest scheme,
each example xi is a m-dimensional vector of numbers, however these examples can be
much more complex structures such as images, text, time series, graphs, etc. Likewise,
each element yi of the output set can be a complex structure, however in most of the
problems, the output set is a finite categorical variable (classes) or a real number. When
yi is a categorical variable, the problem is known as classification, whereas when yi ∈ <n
the problem is called regression [4]. This type of problem can be formalised if we assume
y = f(x) for some unknown function f , then the objective of our algorithm is to estimate
this function from a set of examples and then, to make predictions over new observations.

2.1.1 Most important supervised learning models.

• K-nearest neighbours (KNN):

One of the simplest supervised learning algorithms is the k-nearest neighbour. This
algorithm estimates the classification of a new object taking into account the classes
of the k objects, belonging to the training set, that are closer to the object to be
classified. For this it is necessary to define a metric in the feature space. Formally
we can say that, in a regression problem, the prediction y of a new object with
features x is:
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y(x) =
1

k

∑
xi∈Nk,x

yi (2.1)

where Nk,x is the subset of the training set consisting of the k observations closer to
the object we want to classify, and the values yi are the outputs of those objects. On
the other hand, in a classification problem, the result will be the predominant class
in the k examples closest to the object under study.

Is important to remark that, in addition to having to define a suitable metric to the
problem that we want to study, we must choose the number of neighbours k that we
are going to take into account when classifying a new observation. If we choose a
large k, we could lose the local characteristic of our classification but, on the other
hand, if we choose a very small k we will over-fit the training set and start modelling
the noise instead of the original signal (See section 2.1.2).

In figure 2.2 (left) we can see an example of a KNN algorithm that was trained with
k = 1, while in the right we can see an example one trained with k = 15 in the same
parameter space and with the same training set. It can be seen that when we work
with k = 1 the algorithm tends to over-fit the input data.

In section 2.1.2, we will discuss techniques to choose the best number of neighbours
and so, to avoid over-fitting the training data.

• Logistic Regression:

The Logistic regression algorithm consists on modelling the posterior probability
P (k|x) of each class k through linear functions in each input parameter xi. It is
worth to mention that each probability should be in the interval [0, 1] and the sum of
all the probabilities must be 1. With this in mind, we can write our model as:
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Figure 2.2: k-nearest neighbour algorithm. (Left). KNN trained with k = 1. (Right.)
KNN trained with k = 15. Figure extracted from Hastie et al. 2001 [2].

log
P (k = 1|X = xi)

P (k = K|X = xi)
= β1,0 +

n∑
j=1

β1,jx
j (2.2)

log
P (k = 2|X = xi)

P (k = K|X = xi)
= β2,0 +

n∑
j=1

β2,jx
j

...

log
P (k = K − 1|X = xi)

P (k = K|X = xi)
= βK−1,0 +

n∑
j=1

βK−1,jx
j

P (k = K|X = xi) =
1

1 +
∑K−1

l=1 exp(βl,0 +
∑n

j=1 βl,jx
j)

where the last line of the equation 2.2 ensures that the probability that a given object
belongs to some class is equal to 1. It is worth clarifying that although in this case
we use as a normalising factor the posterior probability that the object belongs to
the class k = K, you can choose the probability of belonging to any class without
affecting the final result.

Finally to uniquely define the model, it is necessary to estimate the values of ~β ≡
βi,j . In order to do this you can use different methods taking into account the number



54 Chapter 2. A brief introduction to Machine Learning Techniques.

of classes that we want to study and the dimensionality of our parameter space. One
of the most used techniques to adjust the parameters ~β taking N observations is
maximising the likelihood defined by:

l(~β) =
N∑
i=1

log(p(k = ki|X = xi; ~β)) (2.3)

In a similar manner, taking into account the dimensionality of the problem, you can
use different methods (Descendent gradient method, Newton’s method, etc.) to find
the values that maximise the likelihood.

• Support Vector Machine: A Support Vector Machine (SVM) is a supervised learning
algorithm originally created for problems of binary classification. Given a training
set {(x1, y1), ..., (xn, yn)} with yi = ±1 in a feature space of dimension d, this
method look for hyper-planes, i.e. hyper-surfaces of dimension d− 1, that separate
the classes. Mathematically, we can define an hyper-plane as

x : f(x) = xTβ + β0 = 0 (2.4)

where β is a unit vector, x are the features and xT is the transposed vector. Then we
can define a classification rule taking into account sgn(f(x) = xTβ+ β0) (it can be
shown that f(x) is geometrically the distance from the point x to the hyperplane).
Assuming that the classes are perfectly separable (See figure 2.3 (a) and (b)) we
can find a β such that yif(xi) > 0∀i. To deal with problems where classes are
not perfectly separable we can introduce cost variables ξi that quantify the error in
the classification (see figure 2.3 (c)), and then impose a maximum on the sum of
the costs

∑
i ξi < C. This technique is known as soft margin and allows to SVM

methods to avoid overfitting the training set, and so, to have a better generalisation.

As can be seen in figure 2.3 (a), there are cases in which there are several hyper-
planes that separate the classes and that can be used as a reference for the classifica-
tion. It is common to keep the hyper-plane that maximises the separation or margin
between classes (See figure 2.3 (b)). Mathematically this translates into:
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Figure 2.3: Classification schema using Support Vector Machine.

max
β,β0

M (2.5)

yi(x
T
i β + β0) ≥ M(1− ξi)∑

i

ξi ≤ C (2.6)

where M is the margin between classes. It can be shown that the hyperplane will
depend only on a subset of observations (called support vectors) that geometrically
fall inside or in the margin that separates both classes.

It is important to note that this algorithm only looks for linear hyper-planes in the
feature space. A way to generalise this method to more complex hyper-planes is
to enlarge the feature space through a set of basis functions h(x). Then the hyper-
planes will be searched in a new feature space defined by h(xi) = (h1(xi), h2(xi), ...),
that translates on non-linear surfaces in the original feature space. Then the classifi-
cation rule will be defined by Sgn(f(x) = h(x)Tβ + β0).

As was previously stated, the SVM methods were created to solve binary classifi-
cation problems, however there are generalisations to solve multiple classification
problems and regression problems.

Assuming we want to performed a classification between K different classes, there
are 2 types of generalisations. The first option is to generate a binary classifier fk(x)

for each class. Then each classifier fk will treat as a new class those observations
that belong to the k class and as another new class those observations that belong
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to all the other original classes. Finally we will have K classifications for each ob-
servation, which can lead to ambiguities in the final classification. Another problem
that can appear in this generalisation is the imbalance between the new classes. This
means that it can be the case that for a given class k there are few observations that
belong to that class compared to the number of observations that do not belong to
that class.

The second option to generalise the SVM techniques for multiple classification is
to generate a classifier fk,k′ that studies the limits between each pair of classes.
Then we will have K(K − 1)/2 classifiers, and so, we may have ambiguities when
classifying a new observation.

• Decision Trees:

Decision trees are supervised learning algorithms that can be used for classification
and regression problems. The basic idea of these methods is to subdivide the input
feature space into sub-regions and then adjust a local model to each of these subsets.
This idea can be represented through a tree as can be seen in figure 2.4 (a), where
the input space is subdivided into 2 regions in each node of the tree. Finally the
feature space is divided into 5 regions (represented in the figure 2.4 (b)) in which a
local model was fitted taking into account the examples of the training set that fall
into each region.

Figure 2.4: Classification scheme using a Random Forest. Figures extracted from Murphy
[4].

Assuming we have N observations (xi, yi) with p features (xi = (xi,1, ..., xi,p)) that
we are going to use to predict a response yi, that our input space is divided into M
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sub-regions and that we assign a constant cm to each region Rm, then the prediction
for a new observation x is:

f(x) =
M∑
m=1

cmIm(x) (2.7)

where Im(x) is a window function that is equal to 1 if x ∈ Rm and 0 if x /∈ Rm.
If we adopt a minimisation criteria of the sum

∑
i(yi − f(xi)

2, it can be demon-
strated that the constant cm that best fits the data in each region is the average
c̄m = prom(yi|xi ∈ Rm). To find the best way to partition the input space, we
performed a search in a grid of (j, s) in each node, where j is the variable that will
be used to subdivide the space and s is the dividing point. Finally each node divides
our space in 2 sub-regions

R1(j, s) = {x|xj ≤ s} ; R2(j, s) = {x|xj ≥ s} (2.8)

Then the problem of finding the best sub-division is reduced to finding the pair (j, s)

that minimises the sum of the squares:

min
j,s

min
c1

∑
xi∈R1(j,s)

(yi − c1)2 + min
c2

∑
xi∈R2(j,s)

(yi − c2)2

 (2.9)

Once we find the pair (j, s) that gives us the best partition in this node, our input
space will be divided into 2 sub-regions. Then we apply the same criteria to subdi-
vide each of these sub-regions in an iterative way [2]. Similarly to the KNN case, if
we have very large trees (decision trees with lot of nodes) we are going to over-fit
the data (see section 2.1.2) and model the noise, while if we have very small trees
we may not capture important details of our problem. In section 2.1.2 we will study
different methods to compare supervised learning algorithms (or, as in this case, the
same algorithm but with different parameters) and thus, avoid over-fitting without
losing important information contained in our training set.

Although the mathematical model presented in this section only serves for regres-
sion problems, it can easily be generalised to classification problems taking into



58 Chapter 2. A brief introduction to Machine Learning Techniques.

account the distribution of observations of different classes that exist in each sub-
region and defining the probability that a new observation belongs to the class K in
a given region in a frequentist manner:

P (x ∈ K|x ∈ Rm) =
NK,Rm

NRm

(2.10)

where Nk,Rm is the number of examples of a given class k in Rm and NRm is the
number of examples in Rm. Then we can classify a new observation taking into
account which is the most probable class.

One of the main problems of the decision trees is their instability, this means that
small changes in the training set can lead to very different predictions. That is why
in general it is advisable to train many decision trees and then average the results of
each one in order to obtain the final result. The algorithm known as Random Forest

is an implementation of this technique [1].

This method consists on training N decision trees selecting randomly m < p fea-
tures in each node that will be studied to sub-divide the input space as explained
above. In this way we can reduce the correlation between different trees. Although
the value of m is a parameter that can be adjusted to each problem to obtain a better
performance, is common to use m =

√
p or m = p/3 [2] for classification and

regression problems respectively.

It is important to note that the technique of training different machine learning algo-
rithms (or the same algorithm but with different parameters) and then averaging the
results of each one to obtained the final result can be used to combine very different
and independent machine learning algorithms. This method is known as bagging.
However, if the algorithms are approximately linear the final result will be approx-
imately the same as if bagging had not been used, and so, it only makes sense to
combine highly non-linear algorithms, such as the decision trees.

• Artificial Neural Networks (ANN):

One of the most important machine learning algorithms are the Artificial Neural
Networks (ANN). This algorithm was developed as a model of the human brain,
where the basic unit is the neuron. In artificial networks each neuron, or node,
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receives a signal that will be analysed and then produces another signal that will
be sent to the neurons connected to that node. Then an artificial neural network is
a set of neurons (see figure 2.5) inter-connected between then that has a first layer
of neurons that receives the input data (features), a set of intermediate layers that
process the data, called hidden layers and, finally, an output layer that produces the
prediction for which the algorithm was trained. The number of neurons in each layer
and the number of hidden layers is called the architecture of the neural network and
should be varied in each problem to look for a better optimisation.

Figure 2.5: Classification scheme of an artificial neural network.

To understand this method in more detail it is necessary to study the behaviour of
each neuron individually. Each neuron receives a set of input data xi and, from these,
generates a linear combination xiωi of them, where ωi is a vector of weights that
depends on each neuron. In addition each neuron consists of an activation function
f(x · ω) that receives the input data weighted by ω and produces a value between 0

and 1. the name that each type of neuron receives depends on the activation function.
The simpler Neurons are called perceptrons and are characterised by an activation
function where f(x · ω) = sgn(x · ω). Another type of neurons widely used are the
sigmoidal ones that are defined according to:
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f(x · ω) =
1

1 + ex·ω
(2.11)

Once you have defined the architecture and the type of neurons that will be used
in each layer, you need to find for each neuron the weights ω that produce the best
result. Although there are lot of methods to do this, the most used algorithm is
the one called backpropagation. This technique consists on determining the errors
made layer by layer, starting with the output layer. Assuming that our training set
has n examples of the form (xi, yj) with i = 1 · · · p and j = 1 · · · k, where xi are
the features and yj are the data that we want to predict, we can define the error of
our network as:

E =
n∑
i=1

p∑
j=1

(yj,i − ŷj,i)2 (2.12)

Then the backpropagation algorithm looks for the ω weights that minimise this error
following these steps [3]:

1. Initialise all weights ω to random values (between −0.5 and 0.5).

2. For each example of the training set make a prediction, with the network,
which we will call ŷj .

3. Estimate the error in each of the predictions δj = ŷj(1− ŷj)(yj − ŷj).

4. For each neuron h in a hidden layer estimate the error δh = oh(1−oh)
∑p

j=1 ωj,hδj ,
where oh is the value produced by the activation function of the neuron h and
ωj,h are the weights assigned by the neurons j of the next layer to the values
that come out from the h neuron.

5. Update the weights: ωj,h = ωj,h + ηδjoj,h, where η is a value what quantifies
the rate at which the neurons are going to be updated in each iteration and oj,h
is the value produced by the neuron h of a layer which receives the neuron j
from the next layer.

6. Go back to item 2 and iterate until you get the required precision.
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It is important to note that this algorithm does not ensure convergence at a global
level. However the problems that are usually analysed with neural networks are
highly dimensional, and so, when we reach a local minimum in a certain parameter
usually it is not a local minimum on all the other parameters, and so, the algorithm
will not get stuck in there.

It is also important to clarify that there are different algorithms that implement some
small variations to what was described here. By example, there are neural networks
in which the backpropagation algorithm is modifying by adding extra terms in the
updating errors or looking for the minimum in a stochastic way. There are also
algorithms in which the neurons belonging to hidden layers are interconnected in a
cyclic way.

• Deep learning:

As we saw in previous examples, the supervised learning techniques look for corre-
lations between the features of the input data, and the output data that one wants to
predict. Historically, due to computational limitations, the algorithms work with, at
most, a few tens of features. This is way much of the work was dedicated to find the
best features that solve a certain problem. Currently, thanks to the technological ad-
vance, there are new methods, called deep learning techniques, which incorporates
the process of finding the best features inside the machine learning algorithm. This
paradigm shift is clear with an example. At first, when trying to predict whether an
image contained a car or not, the first step was to reduced the images of the training
set in order to obtain the best features, and then, with these features, to train differ-
ent supervised learning algorithms that, finally, predicts if there was a car or not in
the image. Currently deep learning algorithms uses as input data the images and the
first layers of these algorithms automatically produced the features that will be used
by the following layers to make the prediction (see figure 2.6).

Although these techniques are being used in lot of applications with very good re-
sults, due to the high number of free parameters that they have, they require a great
computation power and, in general, of the utilisation of GPU’s (Graphical Process-
ing Units) for their training. This is why most of the problems are still studied
through traditional methods and, if these method do not reach the required preci-
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Figure 2.6: Comparison between the classification schemes of traditional machine learn-
ing and Deep Learning algorithms.

sion, then they are studied with deep learning algorithms.

2.1.2 Model evaluation and Over-fitting.

As was stayed in previous section, the variety and quantity of different supervised learning
models is very large, and we must also take into account all the different implementations
and variations on each algorithm and the different architectures that can be studied on a
certain implementation of a model. It is clear that given the amount of different algorithms
that can be used to solve the same problem, it is necessary to have a robust and objective
measure of the performance of each method in order to be able to compare them and to
choose the one with the best performance.

It is important to keep in mind that our ultimate goal is to predict values of y for new
observations that are independent of the training set used. Then, in order to accurately
measure the performance of our model, it is necessary to evaluate it also in set independent
of the used in the training. This is why the original training set should be divided in two
mutually exclusive sets, a proper training set and a test set. Then, we must train our model
using only the examples of the training set and then the performance should be evaluated
making predictions for the examples of the test set. Taking into account that in the test set
we also know the real values of those variables that we want to predict, we can compare
the predicted values with the real ones and thus have a reliable measure of the performance
of our model. In this way we also avoid over-fitting the data, that is, modelling the small
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Figure 2.7: Traditional method to evaluate the performance of a supervised learning algo-
rithm.

variations present in our data.

If we are working on a regression problem, the most natural and intuitive way to mea-
sure the performance of our algorithm, it is simply through a difference of squares χ2

defined by:

χ2 =

∑N
i ωi(yi − ŷi)2∑N

i ωi
(2.13)

where yi is the real value of the variable that we want to predict, ŷi is the predicted
value by our method and ωi is the relative weight that we give to each example. The
performance of a regression algorithm can also be visualised by plotting the predicted
value vs the real one (See figure 2.7), where a perfect prediction will follow a straight line
1-1, and where the value of χ gives a measure of the dispersion of the predictions around
the perfect one.

On the other hand, if we are working on a classification problem, the best way to
evaluate the performance of our model is counting the amount of correct and incorrect
predictions that we made with our algorithm. In turn, this information can be presented
in various ways. One of the most common forms is through a confusion matrix (In figure
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Figure 2.8: Confusion matrix used to evaluate the performance of supervised machine
learning algorithms.

2.8 is shown a confusion matrix for a binary classification problem 1), in which each row
represent a predicted class and each column a real class (or viceversa). In this way it can
be seen that the diagonal represent the wright predictions, while the off-diagonal elements
represent the wrong predictions.

Using the information contained in this matrix it is convenient to define the following
statistics that help to understand the performance of our algorithm and are useful when
deciding between different techniques.

• True Positive Rate (TPR): Also known as recall or sensitivity, this statistic gives us
an idea of the probability of classifying correctly a positive example.

TPR =
TP

TP + FN
(2.14)

• False positive rate (FPR): This statistic gives us a measure of the probability of
1It is common to called, in binary classification problems, one class as ’positive’ and the other ’negative’.
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classifying incorrectly a negative example.

FPR =
FP

FP + TN
(2.15)

• Precision: This value gives us an idea of the probability that an example predicted
as positive is actually positive. In addition, you can define the false discovery rate
(FDR) as the probability that an example predicted as positive is actually negative.

P =
TP

TP + FP
= 1− FDR (2.16)

• Accuracy (ACC): Gives us a measure of the probability that the prediction of our
model is the correct one.

ACC =
TP + TN

TOTAL
(2.17)

Considering these definitions, it is very common to graphically analyse the perfor-
mance of an algorithm through the so-called ROC curve in which the rate of true positives
(TPR) versus the false positive rate (FPR) is plotted. In figure 2.9 you can see an example
of a ROC curve in which we compared 3 classifiers. From this graph you can quickly
conclude that the classifier with the best performance is the one shown in red since it has
a high true positives rate and a low false positive rate. It is worth to remark that a random
classifier will have a curve 1-1 on this plane, since the probability that the random method
correctly classifies an observation is 50%.

It is important to keep in mind that the choice of the best algorithm depends strongly
on both the problem that we want to solve as well as the data set used, the different com-
putational or temporal limitations that may arise and the degree of precision that we want
to reach.

2.2 Non-Supervised Learning.

The second major category of automatic learning methods are the so-called unsupervised
learning algorithms. This class of algorithms only works with input data and its main goal
is to look for correlations or patterns between them, this is why this techniques are also
called Knowledge Discovery methods. The main difference with supervised learning is
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Figure 2.9: Example of ROC curve used to compare different supervised learning meth-
ods.

that, by not specifying what kind of correlations we want to find or predict, there is no
obvious metric to quantify the error committed by our algorithm.

2.2.1 Most important non-supervised learning models.

• K-means:

The k-means algorithm is one of the simplest grouping techniques. Given a set of
m input data ~xi belonging to the feature space F with i = 1, ..,m the algorithm
consists on:

1. Randomly choose k centres c ∈ F .

2. Given a distance measure 2 in F , assign each observation to the nearer group.
2The Euclidean distance is usually used if F = Rn
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3. Update the value of the centres, averaging the observations that belong to each
group.

4. Iterate between step 2 and 3 until the assignments do not change or a conver-
gence criterion is reached.

If worth to note that if the number of groups that best adapt to the problem it is not
known a priori, it is necessary to iterate in the number of centres to be fitted.

• Gaussian Mixture:

The Gaussian mixture is an algorithm similar to k-means but it assign each obser-
vation to a multi-dimensional Gaussian. Given a set of m input data ~xi ∈ Rn with
i = 1, ..,m the algorithm consists on:

1. Randomly choose parameters of the n-dimensional k Gaussians (i.e the cen-
tres and the covariance matrices).

2. For each observation estimate the probability to belong to each Gaussian and
assign that observation to the most probable one.

3. Update the parameters of each Gaussian taking into account the observations
assigned to it.

4. Iterate between step 2 and 3 until the assignments do not change or a conver-
gence criterion is reached.

As in the case of the k-means algorithm, if one does not know a priori the number
of Gaussians, one should explore different values of this parameter to find the best
fit to our data.

• Principal Components Analysis (PCA): The principal component analysis method is
an statistical technique that allows to reduce the dimensionality of a data set through
the analysis of the correlations between the different variables. This technique al-
lows us to find the best way to represent n observations x ∈ <p as a linear combi-
nation of q ≤ p vectors in <p.
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To study the correlations between the different variables, we construct the covari-
ance matrix defined by:

Ci,j =
n∑
k=1

(xi,k − x̄i)(xj,k − x̄j)
n

(2.18)

where x̄i =
∑n

k=1
xi,k
n

. From the definition it follows that the covariance matrix is
a symmetric matrix, which diagonal elements are the variances of each variable and
the off-diagonal elements are the covariance between the different variables.

By studying the eigenvalues of this matrix, we can find the directions of greatest
correlation. To find such eigenvalues it is necessary to determine the roots of the
characteristic polynomial of degree ≤ p defined by det(Ci,j − λ.I). Assuming that
we have p real eigenvalues, we can find p eigenvectors that define a new basis in
which the covariance matrix is diagonal and whose diagonal elements are the eigen-
values corresponding to each eigenvector. Mathematically this can be expressed as
follows:

D = P − 1CP (2.19)

where P = (α1α2 . . . αn), α i is the eigenvector corresponding to the eigenvalue λi
in column and D is the diagonal covariance matrix in the base of eigenvectors.

In figure 2.10 you can see an example of a two-dimensional PCA analysis, where
you can see that the direction of the first component is the one with the highest
correlation in the data. It is important to note that the basis change defined by the P
matrix corresponds to a rotation.

Intuitively it can be seen in the example shown in the figure 2.10 that, the data set can
be represented only by the coordinate corresponding to the first principal component
without losing much information because most of of the correlation of the data is just
the correlation in that direction. This is why one of the most important applications
of this technique is to reduce the dimensionality of multi-dimensional problems.

In figure 2.11 we can see an example in which the reconstruction of the image of a
face is shown as function of the components used for its representation. It can be
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Figure 2.10: Schema of a two-dimensional principal component analysis.

seen that the fewer components we use the more information we loss. However, the
information that is gained by incorporating components of lower correlation (see the
reconstructions of the last 2 rows in the figure 2.11) it is not much, and so, ignoring
these components in the representation of the image will not lead to large errors.
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Figure 2.11: Example of a facial reconstruction algorithm by varying the num-
ber of the principal components used for its reconstruction. Figure extracted from
http://www.declanoller.com/tag/pca/

http://www.declanoller.com/tag/pca/


Bibliography

[1] Leo Breiman. Random forests. Machine Learning, 45(1):5–32, Oct 2001. ISSN 1573-
0565. doi: 10.1023/A:1010933404324. URL https://doi.org/10.1023/A:

1010933404324.

[2] Trevor Hastie, Robert Tibshirani, and Jerome Friedman. The Elements of Statistical

Learning. Springer Series in Statistics. Springer New York Inc., New York, NY, USA,
2001.

[3] Thomas M. Mitchell. Machine Learning. McGraw-Hill, Inc., New York, NY, USA, 1
edition, 1997. ISBN 0070428077, 9780070428072.

[4] Kevin P. Murphy. Machine Learning: A Probabilistic Perspective. The MIT Press,
2012. ISBN 0262018020, 9780262018029.

71

https://doi.org/10.1023/A:1010933404324
https://doi.org/10.1023/A:1010933404324


72 Bibliography



Chapter 3

Construction of a catalogue of merging
clusters with Machine Learning
techniques.

In the first part of this chapter we will present a brief summary of the main works about
merging galaxy clusters and their importance in modern cosmology. In the second part
of this chapter, we will present a software, developed during the curse of this doctorate,
that builds merging clusters catalogues using photometric and spectroscopic information.
The results presented in this chapter were published in the 57th Argentinian Astronomical
Association bulletin in the year 2015 [22] and in the journal Monthly Notices of the Royal

Astronomical Society in the year 2016 [23].

It worth to remark that this work was done in collaboration with Dr. Mariano Dominguez,
Dr. Dante Paz and Dr. Manuel Merchán.

3.1 Merging clusters and their importance in cosmology.

The standard cosmological model predicts a hierarchical structure formation, in which the
larger structures are formed by the fusion of smaller structures. In this context, the study
of merging galaxy clusters, its main properties, merger rates, etc. are fundamental for the
development of modern cosmology.

The bullet cluster (1E0657-558) is the most studied merging cluster. Clowe et al. 2006

73
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[17] performed a joint study of the X-rays emission, optical emission and gravitational lens
effect. This system is composed by 2 sub-structures clearly distinguishable in all images.
In this study it was found that there is an offset (See figure 3.1 left) between the mass
distribution, traced by the maps of gravitational lenses (black contours) and the X-rays
emission (black points) that comes from the hot gas. On the other hand the distribution of
galaxies coincides with the mass distribution of both sub-structures (See figure 3.1 right).
As is known, most of the baryonic mass of galaxy clusters are in the form of hot gas and
not in stars (there are approximately 10 times more mass in hot gas than in stars [67]), This
implies that the offset between the distribution of mass and the distribution of gas can not
be produced by galaxies.

104.6◦104.7◦
α

0.5 Mpc

104.6◦104.7◦

−56.0◦

−55.9◦

α

δ

0.5 Mpc

Figure 3.1: Left X-ray image superimposed to mass contours estimated with weak gravita-
tional lenses studies. Right Optical image superimposed to mass contours estimated with
weak gravitational lenses studies. Figures extracted from Clowe et al. [17]

In order to explain the properties observed in this system they proposed that the mass
distribution of the cluster is dominated by the dark matter. Then this system will actu-
ally be the product of 2 sub-clusters that collided. Because galaxies interact only grav-
itationally, the probability that 2 galaxies collide in the interaction is very low, which
translates into their non-collisional behaviour. This causes that galaxies pass by without
being substantially affected by the collision. On the other hand, the gas, in addition to
the gravitational interactions, also interact through collisions (viscosity, pressure, etc.),



3.1. Merging clusters and their importance in cosmology. 75

which implies that in the merger of the sub-groups its distribution is affected, producing
the observed offset.

Although this was not the first reference to dark matter is considered, by a large part
of the scientific community, as one of the most important evidences of it. It is important to
clarify that there are also modify gravity theories (MOND, TeVeS, etc.) that can explain
the observed phase shift without the need to add a new form of matter [5, 47].

3.1.1 A challenge for the standard cosmological model.

In this section we present a brief summary of the main works that addressed the study
of the main properties of the bullet cluster and the recent discussion of whether these
properties may present a problem for the standard cosmological model.

In order to perform a detailed study of the gravitational lenses effect Markevitch et

al. [60] modelled the radial mass density profile of the main substructure using a King

profile ρ = ρ0(1 + r2

r2c
)−3/2. Fitting this profile they found that ρ0 = 2.6 ∗ 10−25g/cm3 and

rc = 210Kpc, which gives an estimate of the mass ofM ≈ 7∗1013M�. For the secondary
group they obtained ρ0 = 1.3 ∗ 10−24g/cm3 and rc = 70 Kpc with a truncation radius of
rtr = 150 Kpc. Through X-rays emission they found that the relative velocity between
both structures is vrel ≈ 4500km/s, while the speed of the secondary cluster along the
line of sight is 600km/s ([6]), implying that the collision is approximately in the plane of
the sky.

The discovery of this cluster, gives place to a discussion about what is the probability
of finding an object with similar characteristics in cosmological simulations. In particular,
the most striking property of this system is the relative high speed of the secondary cluster
with respect to the main substructure (vs ≈ 4500km/s [60]).

One of the first works to perform a statistical study on the probabilities of finding
an object similar to the bullet cluster in cosmological simulations was the work done
by Hayashi & White [44] in 2006. In this work, they look for dark matter haloes, with
velocities and masses similar to those observed in the bullet cluster, in the Millenium

simulation [88]. They found that 1 out of 100 secondary haloes of massive clusters (>
1014M�) has a speed comparable to that of the bullet cluster. They arrive at the final
conclusion that the bullet cluster is rare but not impossible in a universe with a ΛCDM
cosmology. However, it is important to note that this probability varies significantly with
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the speed of the cluster.

In 2007 Farrar & Rosen [30], using a velocity of vs = 4740km/s (measured by
Markevitch with new data [59]), calculated that the probability of finding a system sim-
ilar to the bullet cluster was 0.8 ∗ 10−7, which could imply a problem for the standard
cosmological model.

Following a different line of work, (Milosavljevic̆ et al. [66], Springel & Farrar [87],
Mastropietro & Burkert [61]) studied the properties of the bullet cluster through hydro-
dynamic simulations of the merging process. These works found that the velocity of the
gas shock is considerably greater than the velocity of the centre of mass of the secondary
cluster. For example, when the shock velocity is ∼ 4500km/s, the velocity of the centre
of mass of the secondary group it is only∼ 2600km/s [87]. Although, taking into account
this new speed for the secondary substructure, the tension with the standard cosmologi-
cal model can be eased, some caution must be had with these results since according to
Mastropietro & Burkert the properties of gas shock are not reproduced faithfully by these
simulations.

In a statistical study, Lee & Komatsu [56] quantified the rarity of systems similar to the
bullet cluster looking for clusters with a similar speed to the one measured in the secondary
substructure of the bullet cluster in a simulation of 3Gpc on the side. They studied the
velocity distributions of subgroups at a distance between 1 − 3R200, where R200 is the
radius in which the density of the dark matter halo is 200 times greater than the density
of the universe. Then they compared this distributions with the initial velocities used in
the hydrodynamic simulations cited above, finding that no cluster has, at that distance, the
speed necessary to explain the X-ray emission (3000km/s [61]), again giving rise to a
conflict with the ΛCDM model.

In a similar analysis Forero-Romero et al. [33], studied the distribution of offset be-
tween dark matter and gas in galaxy clusters of the MareNostrum cosmological simulation
[40]. They found that simulated clusters show similar and even greater mismatches than
those observed in the bullet cluster, finally concluding that this property does not represent
a problem for the standard cosmological model.

Following this line of study, Watson et al. [92] looked for systems similar to the
bullet cluster in a simulation of 6GPc of side and with 60003 dark matter particles. They
considered secondary systems with masses larger than 1013M� which were colliding with
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clusters of masses greater than 7 ∗ 1014M� at z = 0.32. Taking into account the relative
speed between the substructures and the distance between them, they found that the bullet
cluster is an extreme system, however, there are other objects that have similar and even
higher speeds but with a greater distance between their substructures. Finally, based on
these results, they conclude that there will be no problem between the properties of the
bullet cluster and the standard cosmological model.

Recently Lage & Farrar [54] made a detailed study of the fundamental properties of
the bullet cluster. For this study they performed hydrodynamic simulations varying the
initial conditions and then compared them pixel by pixel with the real observations of the
bullet cluster. In the table 3.1 it can be seen a comparison between the real observations
and the results obtained by different authors using hydrodynamic simulations. Using χ2

as a figure of merit they found that the simulation performed by Lage & Farrar [54] is the
one that best fit the actual observations.

Authors MMain MSub RInitial VInitial V2500 χ2

(1014M�) (1014M�) (kpc) (km/sec) (km/sec)
Milosavljevic et al. [66] 12.7 2.54 4600 0 1546 –
Randall et al. [74] 8.56 5.25 4000 4100 4225 –
Springel & Farrar [87] 15.0 1.50 3370 2057 2386 13.67
Mastropietro & Burkert [61] 7.13 1.14 5000 3000 3228 19.93
Lage & Farrar [54] 19.1 2.59 2800 2799 2943 3.92

Table 3.1: Comparison of initial velocities for different simulations. The velocity V2500 is
estimated assuming that the cluster moves as a point mass in a free fall path from its initial
position to a separation of 2.500kPc. Table extracted from Lage & Farrar [54].

To estimate the probability of occurrence of an object with these characteristics, Lage

& Farrar used the Horizon cosmological simulation [51]. They look for dark matter haloes
with masses and distances similar to those found in both substructures of the bullet cluster.
After that they estimated the speeds between them. They found that the speed estimated
through their hydrodynamic simulations (≈ 2943km/s) is 1.4σ of the average for haloes
with similar masses. Finally they conclude that the speed of bullet cluster is consistent
with a ΛCDM universe.

Taking into account the same sample of halos, Lage & Farrar also studied the distri-
bution of concentration index and the distribution of forms, quantified by the ratio of the
principal axes of an ellipse fitted to the dark matter particles of each substructure. All
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estimated values for the bullet cluster are compatible with a standard cosmology, with the
possible exception of the concentration index of the main substructure, which is lower
than expected for a halo of similar mass.

Finally, they come to the conclusion that the bullet cluster does not present a problem
for the ΛCDM model, although they emphasise the importance of using larger cosmo-
logical simulations in order to have more haloes with masses similar to those found in the
bullet cluster.

3.1.2 Constraint in the cross-section of the dark matter particle.

Since the discovery of the bullet cluster, many projects were created in order to perform a
search for objects with similar features. Thanks to this, we were able to find new interact-
ing clusters (Baby Bullet [11], Abell 520 [18, 48], Abell 2744 [63], etc.).

Using images of the space telescopes CHANDRA and Hubble Harvey et al. 2015 [43]
built a sample of 72 colliding clusters. Taking into account that each system has 3 main
components (gas, dark matter and galaxies) and that when colliding the distributions of
these components can be affected differently according to their physical properties, they
developed an scheme (see figure 3.2) to study this 3 components. In magenta is shown the
distribution of the diffuse hot gas observed through its X-ray emission. In blue is plotted
the distribution of dark matter inferred through the measurement of their gravitational lens
effect. Finally, the distribution of the observed galaxies (stars) in the optical band is plotted
in green.

Taking this scheme into account, they define the separation between the galaxy distri-
bution and the gas distribution δSG and the separation between the galaxy distribution and
the dark matter distribution in the parallel and perpendicular direction to S−G as δSI and
δDI respectively. Using these quantities, they define β ≡ δSI/δSG and β⊥ ≡ δDI/δSG.
Assuming that the galaxies are non-collisional, β is related to the dark matter particle
self-interaction cross-section. On the other hand, taking into account the geometry of the
problem and, adding the measurement of all the clusters, it is expected that < β⊥ >= 0.

Applying this method to the 72 clusters, they found < β⊥ >= 0.06 ± 0.07(68%CL)

and < β >= −0.04 ± 0.07 (68%CL), which results in a limit for the self-interaction
cross-section of the dark matter particle of σdm/m < 0.47cm2/g (98%CL).
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Figure 3.2: Schematic geometry of a merging cluster. Figure extracted from Harvey et al.
2015 [43].

3.2 The MeSsI (Merging Systems Identification) algorithm.

Taking into account the importance of merging clusters studies in modern cosmology, a
lot of efforts were focused on the search of such objects. To this end different identi-
fication methods, that take advantage of the particular characteristics of the clusters in
different electromagnetic bands, were developed [38, 93]. In particular, there is a great
collaboration dedicated exclusively to the search, identification and analysis of the collid-
ing systems called Merging Cluster Collaboration. This collaboration centres its search
using radio and X-ray information [38]. After this search they continued analysing in an
individual way each one of the identified systems [7, 37, 39].

In this context we develop an automatic method for the identification of merging
galaxy clusters. In order to do this we use supervised learning techniques that, based
on properties estimated from photometric and spectroscopic data, classify a given cluster

http://www.mergingclustercollaboration.org
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between merging system or not.

3.2.1 Preparation of the training set using cosmological simulations.

As was specified in section 2 the first step when working with supervised machine learning
algorithms is to build a training set representative of the objects that will be classified
later. In our case, the ultimate goal is to classify a cluster of galaxies using photometric
data (magnitudes and colours), astrometric images (angular positions) and spectroscopic
information (redshift).

For the construction of the training sample we used data from the Millenium cosmo-
logical simulation [88] and from the semi-analytical model of Guo et al. [42].

The Millenium simulation [88] uses 21603 particles that evolve in a cube with 500MPc

sideways, where each particle has a mass of mp = 8.61 ∗ 108M�. The initial conditions
were generated using the CMBFAST code [82] to compute a linear power spectra with
a ΛCDM model with cosmological parameters consistent with the WMAP 2003 data
(Ωb,0 = 0.045; Ωm,0 = 0.25; ΩΛ,0 = 0.75; H0 = 73) [86].

The simulation data is organised in different outputs (snapshots) that represent the
temporal evolution of the particles, where the snapshot 0 is the beginning of the simulation
and the snapshot 63 the current time (z = 0).

In order to identify a set of gravitationally bound dark matter particles (haloes of dark
matter) they used the Friends-of-Friends (FOF) [45] algorithm. This algorithm
identify the dark matter haloes present in a given snapshot by grouping the particles ac-
cording to a spatial proximity criterion. Then, applying an adaptation of the algorithm
SUBFIND [35] they identified the subhaloes that are inside of other halos. Once you have
identified all the halos and subhaloes, you can calculate different haloes properties such as
angular momentum, velocity dispersion, mass, radii, etc.

Taking into account that in a ΛCDM universe the formation of structures occurs in a
hierarchical way, that is to say that first the smaller structures are formed and then, through
mergers of these, the larger structures are formed, it is necessary to study the temporal
evolution of dark matter haloes. Once the halos and subhaloes have been identified in the
different outputs of a given simulation, the next step is to obtain the merger tree of them.
Building a merger tree consists of finding out when and how the (sub) halos merged until
they form the (sub) halos present in the snapshot 63 corresponding to z = 0.
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Each particle has an identifier number or ID that allows us to find it in the different
snapshots of the simulation. Thus, by taking consecutive pairs of temporary snapshots,
one can analyse which particles belong to each (sub)halo in each snapshot and so, study
which (sub)halos were merged to give place to the (sub)halos present in the following
snapshot [89].

Once the merger trees of each dark matter subhalo is constructed, we know the evo-
lution of this object throughout the simulation. As this simulation is only of dark matter,
to be able to build a galaxy catalogue comparable to the real ones, it is necessary to relate
dark matter halos with real objects (galaxies, galaxy clusters, etc.). One of the most effi-
cient methods for populating haloes with galaxies are the so-called semi-analytical mod-
els. These methods populate the halos through different recipes that model the physical
processes that can not be simulated due to the resolution of the simulation [42].

In order to carry out this work, we used the data of the semi-analytical model of Guo

et al. [42] applied to the Millenium cosmological simulation. It is worth mentioning that
this model provides us with photometric information (absolute magnitudes in the SDSS
bands), 3D position and 3D speeds for each galaxy. Finally, to build a catalogue similar
to the SDSS, it is necessary to choose a position for the observer and, from there, estimate
the angular position, redshift and apparent magnitudes of each galaxy. In order to take into
advantage all the simulation volume, we built 8 catalogues choosing as observer position
each one of the 8 nodes of the simulation cube. Then, we apply the same photometric
selection criteria (14.5 < z < 17.77) and the same angular mask as the spectroscopic
SDSS to each of these catalogues.

To reproduce the same procedures that are performed in real surveys, we use a FOF
algorithm to identify galaxy clusters in each of our 8 mock catalogues. Finally, we relate
each identified cluster with a dark matter halo of the simulation taking into account which
is the halo that shares the largest number of galaxies with the identified group.

By studying the merger tree of the haloes that were associated with the identified
groups, we define as a merging cluster a cluster whose associated halo has undergone a
major merger (define as a merger in which the ratio among the interacting halos is greater
than 0.25) and whose substructures have survived until the snapshot 63 as different sub-
haloes within the same halo. In figure 3.3 you can see a representative scheme of a halo
that had a major merger in the snapshot 61 and whose haloes survived as subhaloes until
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the snapshot 63. The final sample has 1447 clusters with masses greater than 1013M� and
more than 30 galaxies 1 at z = 0. From these, 132 are merging clusters. The figure 3.4
shows the distribution of the times in which mergers occurred for the groups that are in an
interaction process. You can see that this distribution has a maximum in t ≈ 3Gyr consis-
tent with what was found by other authors who studied the time it takes to the substructures
produced by a merger to disappear according to the Dressler-Shectman test [69].

Figure 3.3: Scheme of a halo that had a major merger in the snapshot 61 and whose haloes
survived as subhaloes until the snapshot 63.

1As explained in section 3.2.2 we set a minimum in the number of member galaxies because the Dressler
& Shectman test can only be applied to groups with more than 30 galaxies.
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Figure 3.4: Distribution of merger times of the merging clusters sample. In black line is
shown the result found by Pinkney et al. 1996[69].

3.2.2 Estimation of features for the merging clusters sample.

As explained in the chapter 2, one of the most important processes when working with ma-
chine learning algorithms is to find a set of features that serve as predictors when making
the classification.

Taking into account the nature of the problem, we can intuit certain properties that
should correlate with the interactions between systems. For example, in a merger process
like the one we are studying, it is expected that the clusters will have a higher degree of
substructures, a non-Gaussian velocity distribution, an asymmetric angular distribution,
etc. Considering these properties we have selected the following features:
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• The Dressler & Shectman test [25]: This test was designed to identify the substruc-
tures present in galaxy clusters. To this end, they define the following statistics for
each galaxy of the cluster:

δ2 =

(
11

σ2

)[
(v̄local − v̄)2 + (σlocal − σ)2

]
where σ is the standard deviation of the velocity distribution of the entire clusters,
σlocal is the standard deviation of the velocity distribution of the nvec = 10 galaxies
closer to the galaxy we are studying, v̄ is the the average radial velocity of the entire
cluster and v̄local is the average velocity of the nvec = 10 galaxies closer to the galaxy
that we are analysing.

Then you can define the ∆ statistic for the cluster by

∆ =

ngal∑
i=1

δi (3.1)

where ngal is the number of galaxies in the cluster. If the distribution of velocities is
Gaussian and the variations in local velocities are random then ∆ ≈ ngal, however,
∆ can be very different from ngal even without real substructures. This is why it is
necessary to perform Monte Carlo simulations in order to calibrate the ∆ statistic for
each system individually. In each Monte Carlo simulation we randomly distribute
the velocities of the galaxies, in order to obtain the same velocity distribution but
eliminating the possible substructures.

It is convenient to define the p value of a cluster using

p =
N(∆MC > ∆)

NMC

(3.2)

where N(∆MC > ∆) is the number of Monte Carlo realisations in which a value
of ∆ greater than the real is measured and NMC is the number of Monte Carlo
simulations. And so, the smaller is the value of p, the more likely it is that the
cluster present substructures.
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Finally, we are going to use the ∆ value and the p value of each cluster as features
for our training.

• Iterative Dressler-Shectman test: Taking into account that the statistics δ of each
galaxy correlated with the fact that the galaxy belongs or not to a substructure within
the cluster, we develop an iterative algorithm. In a first step this algorithm obtains
the value of δ for each galaxy applying the Dressler-Shectman test with nvec =

0.2 ∗ ngal. Then, those galaxies with δi < δ̄ ∗ 0.7 are eliminated, leaving only the
galaxies with the highest probability of being in a substructure. In the next step
we apply again the Dressler-Shectman test but with the new sample of galaxies.
Finally we say that the algorithm converges if the number of galaxies between 2

consecutive steps is equal or, in other words, that when applying the test all galaxies
have δi > 0.7 ∗ δ̄.
In figure 3.5 is shown, as an example of the application of the iterative test, the
angular positions of the galaxies of a cluster that had a convergence in 4 steps. The
size of each circle is proportional to the δ statistic of each galaxy.

Finally we use as feature for our training the number of iterations that the algorithm
made until converging.

• Bearing in mind that it is expected that in a merging cluster the radial velocities
distribution will deviate from a normal distribution, we use as features different
methods that measure the deviation of a given distribution with respect to a Gaussian
one. These methods are the Anderson-Darling test, the Cramer-von Mises test, the
Kolmogorov-Smirnov test and the Shapiro-Wilk test. The 3 first tests are part of the
nortest package [41] of R, while the Shapiro-Wilk test is part of the R-package stats.

• Finally, we also added as features different properties of the clusters, such as the
magnitude in the R-band of the SDSS survey, the colour index G-R and the number
of member galaxies of each cluster.

3.2.3 Training different machine learning models.

Once we have built a representative training set for the problem we want to work on, the
next step is to look for correlations between the features and the cluster dynamical classifi-

http://cran.r-project.org/web/packages/nortest/index.html
https://stat.ethz.ch/R-manual/R-devel/library/stats/html/shapiro.test.html
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Figure 3.5: From left to right and from top to bottom, is shown the result of the application
of the iterative Dressler-Shectman test.

cation. It is important to note that at this stage of the problem, the most efficient procedure
would be to investigate if there is any property that separates the merging clusters in a nat-
ural way without needing to trained any machine learning algorithm [22]. In figures 3.6
and 3.7 we show the distributions of the features. In red are shown the merging clusters,
while the non-merging clusters are plotted in black. As can be seen, none of these parame-
ters clearly separates both classes, showing the need to apply machine learning algorithms
that seek for deeper correlations.

As explained in chapter 2 there are different machine learning algorithms, so when
it comes to attacking a problem it is necessary to try several models and compare their
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Figure 3.6: Distribution of features for interacting (red) and non-interacting (black) sys-
tems.

results. In this work we train 3 different algorithms: Logistic Regression [14, 21], Support

Vector Machine [20, 64] and Random Forest [12, 57].

In order to compare the performance of each algorithm we constructed, from the total
training set, 8 independent sub-sets of clusters. Then we train each algorithm using 7 of
these sub-sets. Once the algorithm is trained, we use it to predict the dynamic state of the
clusters that belong to the remaining sub-set. Since we know the real dynamic state of
these systems, we can evaluate the performance of each one of the methods.

In figure 3.8 we shown the ROC curve, which is used to compare the performance of
the different methods. It can be observed that the algorithm with the best performance is
the Random Forest, reaching a true positives rate (TPR) of ≈ 0.85 maintaining the false
positive rate (FPR) below 0.1.

For each cluster the Random Forest returns a statistic νRF between 0 and 1 related to
the probability of the system of being in an interaction process. Then we say that a group
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Figure 3.7: Distribution of features for interacting (red) and non-interacting (black) sys-
tems.

is identified as merging one by our algorithm if νRF > νcrit, where νcrit is a critical value
to be defined. It is important to note that we can vary this limit to achieve a final sample as
pure as possible (i.e. without non-interacting groups) but without losing completeness. In
order to find the best value for νcrit we evaluate the true positives rate, the false positives
rate, the effectiveness (number of identified true–mergers divided by the total number of
identified mergers) and the normalized length (number of identified mergers divided by
the maximum number of identified mergers for the different thresholds) in function of
νcrit (See figure 3.9).

Finally we selected a value of νcrit = 0.3, assuring a final sample with a low rate of
false detections. It is important to note that this νcrit has a serious impact on the number of
cluster that we recover, however we prefer to lose completeness but maintain a high purity
in the final sample.

The figure 3.10 shows the true positive rate (TPR) and the effectiveness of the method
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Figure 3.8: Comparative ROC curve for the different machine learning methods used for
the classification of the clusters.

as a function of the number of classified merging clusters. It can be seen that as the number
of merging clusters found by our method is increased (because the νcrit is reduced) the true
positives rate increases, that is, the number of well-classified merging systems increase.
On the other hand, by increasing the size of the final sample, the effectiveness of our
algorithm decrease, which means that although we increase the number of well-classified
merging systems, the number of objects classified as interacting clusters but that in reality
are not in a merger process, also increase. We also show in black line, the number of
clusters and the expected rates for a νcrit = 0.3.

It is important to clarify that this algorithm classifies a cluster, but does not identify
the substructures that are in interaction nor the galaxies that belong to these substructures.

To this end, and taking into account the same set of clusters used previously, we set
up a new training set and a new machine learning algorithm with the goal of estimating
the probability of a galaxy to belong or not to a colliding substructure. In order to do this
we discriminate those galaxies that belong to merging substructures from those that do not
belong to a colliding group. For this new algorithm we will use as features the following
properties of the galaxies:

• Apparent magnitude of the galaxy in the R-band
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Figure 3.9: True positives rate (red crosses), false positive rate (blue asterisks), effective-
ness (black dots) and normalized length of the final sample (green diamonds) as a function
of νcrit.

• G-R colour index of the galaxy.

• G-R colour index of the cluster to which the galaxy belongs.

• δ statistic of each galaxy, estimated by the Dressler-Shectman [25] test.

• ∆ statistic of the cluster to which the galaxy belongs. Calculated by the Dressler-

Shectman test [25].

• Shapiro-Wilk normality test applied to the redial velocity distribution of the 10

galaxies closer to the galaxy under study.

Using these features we train different machine learning algorithms. In figure 3.11 it
can be seen the ROC curve for a Random Forest. This algorithm was the one that obtained
the best performance when classifying the galaxies. This technique returns an statistic that
is proportional to the probability of the galaxy to belong to the interacting substructures,
As in the case of the clusters, we must choose a cut νcrit,gal in that probability so that those
galaxies with νgal > νcrit,gal are classified as galaxies in interacting substructures, while
those galaxies with νgal < νcrit,gal no.
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Figure 3.10: True positives rate (red crosses) and effectiveness (black points) as a function
of the final size of the sample. In black line is shown the number of clusters and the
expected rates for a νcrit = 0.3.

Figure 3.11: ROC curve of Random Forest for the galaxy classification.

As can be seen in the ROC curve, this method is not good enough to guarantee a final
sample with low contamination and high completeness, that is, regardless of the cut in
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νcrit,gal that we choose, the final sample will have galaxies that are poorly classified. This
is why we decided to use this method only to estimate the probability of each galaxy but
we did not introduce any cut νcrit,gal. Instead of that, we make a mixture of 2 Gaussian,
weighted by the probability estimated with the Random Forest, using the package mclust
[81]. In this way we group those galaxies that are close to each other and that have a high
probability of belong to a merged substructure.

After finding the galaxies that belong to each of the substructures that are in interac-
tion, we can estimate different properties of these subsystems. Specifically, we estimate
the angular position and the redshift of the centre of each substructure by averaging the
properties of the member galaxies.

To estimate the velocity dispersion and the virial radius we use the following formulas:

Rvir =
πngal(ngal − 1)

2
∑ngal

i>j R
−1
ij

(3.3)

σ =

√
π

ngal(ngal − 1)

ngal−1∑
i=1

ωigi (3.4)

ωi = i(ngal − 1) (3.5)

gi = vi+1 − vi (3.6)

where Rvir is the virial radius, Rij is the projected distance between the galaxy i and
the galaxy j and σ is the velocity dispersion.

Taking into account these quantities and, assuming that each substructure is in dy-
namic equilibrium, it is also possible to estimate a dynamic mass. It is worth mentioning
that, although our method seeks to identify substructures that are in interaction and that,
therefore, are not in dynamic equilibrium, this is the only estimator of the mass that we
can use considering only the redshift and the photometric information of the galaxies. On
the other hand, as it can be seen in figures 3.12 and 3.13, comparing with the values es-
timated in the simulations, we were able to estimate all the properties of the interacting
substructures with an acceptable margin of error.

In figure 3.14 we present the geometries of the identified merging clusters. On the
x-axis we show the projected angular distance between the substructures normalized to
the sum of the virial radii. Mathematically this is: rnorm = d1,2/(rvir 1 + rvir 2), where

http://cran.r-project.org/web/packages/mclust/index.html
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Figure 3.12: Left: Comparison between the estimated masses with the real ones for the
interacting substructures. The mass ratio between the main and the secondary substructure
can be seen in colour scale. Right: Comparison between the distribution of estimated and
the real mass ratios of the merging substructures.

d1,2 is the angular separation between the centres of the substructures and rvir 1,2 are the
corresponding virial radii. On the y-axis is plotted the velocity difference between the
substructures, normalized to the sum of the velocities dispersion. Mathematically this is:
vnorm = |v1,2|/(σ1 + σ2), where v1,2 is the radial velocity difference between the centres
and σ1,2 are the corresponding velocity dispersions.

Taking these parameters into account, 3 cases can be distinguished. Relaxed systems
misclassified as merging clusters, indicated with magenta squares in figure 3.14. Well-
classified mergers but in which our method fails to identify correctly the interacting sub-
structures, marked with red crosses. Well-classified interacting groups in which our tech-
nique correctly reconstructed the substructures, plotted with black dots.

As can be seen, the false positive rate FPR ∼ 15% does not vary as a function of
the parameter rnorm. However, the well-classified clusters but in which the substructures
could not be correctly identified are concentrated in values of rnorm < 0.22. It is important
to clarify that, although for these systems it is not possible to find the substructures that
are in the fusion process, the classification of the cluster as a merging one is not altered.
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Figure 3.13: Left: Real and observed separation between the centres of the interacting
substructures, normalized to the virial radius real. Right: Absolute value of the radial
velocity separation between the merging substructures, normalized to the real velocity
dispersion.

3.2.4 Application of the MeSsI algorithm to real catalogues.

In order to identify new candidates for merging systems, we applied our algorithm to 3 real
galaxy clusters surveys. The WINGS catalogue [15], the HeCS survey [77] and to a cluster
catalogue built by applying a Friends-of-Friends algorithm to the the SDSS-DR7
[1] spectroscopic data. It is worth mentioning that this technique had been used previously
by Merchán et al. [62] applied to the galaxies of the SDSS-DR5.

Taking into account the limitations of the Dressler & Shectman test and that, in order
to estimate the properties of the clusters we need many galaxies, we only study those
systems that have more than 30 galaxies. It is also important to clarify that since in the
training set the colour G-R of the SDSS was used, for the WINGS catalogue we had to
estimate it using the colour b-v and applying the formulas presented by the collaboration
2df based on the results of Fukugita et al. [34].

In tables 3.2, 3.3 and 3.4 we present the main properties of the identified merging clus-
ters that have rnorm > 0.22. In the first column we present the name of the system under
study. From the 2nd to the 5th column the estimated mass and position of the main sub-
structure are presented. From the sixth to the ninth column we present the estimated mass
and position of the second substructure. Finally in the last column we present previous
works in which each object was studied. Those systems that have a previous classification

http://www.2dfgrs.net/
http://www.2dfgrs.net/
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Figure 3.14: Geometry of the classified merging systems.

as a merging cluster are identified with X.
The errors reported for each property correspond to the standard deviation computed

using 100 realisations of our algorithm for each cluster.
In addition we report the following candidates to interacting groups that have rnorm <

0.22, and so their substructure reconstruction is not reliable: A2593, A2199 X, A2048 X,
A3266 X, A3497, A667, A1201 X, A267 X, Zw8197, A697 X, A750, Zw2701, Zw3146,
A1246, A1302, A1413, A1682 X, A1763 X, A1902, A1918, A1930, A2009, A2034 X,
A2069 X, A2111 X, A2219 X, A2050, A2259 and RXC 1504.
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It is important to note that our method was able to identify clusters that were previously
classified as interacting systems by other authors, which demonstrates the effectiveness of
our method. But we were also was able to identify new candidates that would expand the
list of merging clusters allowing for new statistical studies.

3.2.5 The case of multiple mergers.

It is interesting to note that there are clusters whose properties suggest that are the product
of the interaction between more than 2 substructures [63, 72]. In order to study these
objects, we look for similar objects in the mock simulated constructed from the Millenium

simulation. Taking into account the 8 simulated catalogues we find 27 multiple merger
cases on a total of 132 merging clusters. To each one of the multiple cases we apply our
algorithm allowing the mixture of Gaussians to identify more than 2 groups. We find that
this technique is only able to reliably identify and estimate the properties of the main 2

substructures of each cluster, while minor substructures may appear as contamination in
the major substructures or not appear linked to any group.

Continuing with the analysis of this particular type of objects, we conducted an indi-
vidual study of the Abell 1758 cluster [72] that presents 4 substructures in interaction. In
a first iteration, our algorithm was able to correctly classify the cluster as a merging sys-
tem, but failed to correctly reconstruct the known substructures. Taking into account the
previous information relative to this system, we separated the cluster into 2 components,
one towards the north and one towards the south and we made an individual analysis with
MeSsI to each of them. Our algorithm was able to classify each component as an in-
teracting system and to correctly identify the 2 substructures that are interacting in each
component. This example shows that any previous information about a cluster could be
very important while studying the dynamical properties of a system.

3.2.6 Conclusions.

In this chapter we present the results obtained in the first stage of the doctorate, which
were presented in various national and international conferences and published in the in-
ternational journal Monthly Notices of the Royal Academy [23] and in the 57th Argentinian
Astronomical Association bulletin in the year 2015 [22].
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techniques.

In this work we introduce a new method to detect interacting galaxy systems using
spectroscopic and photometric information This method is based on automatic machine
learning techniques trained using a simulated catalogue from the data of the Millenium

simulation [87] and the semi-analytical model of Guo et al. [42]. After comparing the
performance of different methods, we found that the algorithm with the best performance
is the Random Forest with which we obtain a final sample with high purity and with
an acceptable completeness. It is important to remind that we used as features different
properties obtained from the spectro-photometric data of each catalogue.

In addition, using a mixture of Gaussians techniques, we were able to reconstruct the
merging substructures and to estimate its main properties, such as the position, the virial
radius, the mass and the velocity dispersion.

Finally, we apply our method to 3 real galaxy cluster catalogues: SDSS-DR7, WINGS
and HeCS. We found 12, 4 and 16 candidates for merging systems in which we were able
to reconstruct the interacting substructures. In addition, we reported another 29 candidates
in which, due to its geometry, we were not able to identify its substructures.

It is important to note that 19 of these candidates were previously reported as merging
systems, which reinforces the validity of our method. We also reported for the first time 40

new candidates for interacting groups that must be confirmed through individual studies.
Finally we develop a web interface (http://200.16.29.98/martin/merclust) in which any

astronomer can upload the data of their galaxy cluster and analyse them using our algo-
rithm for free or download the source code to use it locally.

http://200.16.29.98/martin/merclust
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X-Ray Substructures in Clusters of Galaxies. ApJ, 746:139, February 2012. doi:
10.1088/0004-637X/746/2/139.

[5] G. W. Angus, B. Famaey, and H. S. Zhao. Can MOND take a bullet? Analytical
comparisons of three versions of MOND beyond spherical symmetry,. MNRAS, 371:
138–146, September 2006. doi: 10.1111/j.1365-2966.2006.10668.x.

[6] R. Barrena, A. Biviano, M. Ramella, E. E. Falco, and S. Seitz. The dynamical status
of the cluster of galaxies 1E0657-56,. aap, 386:816–828, May 2002. doi: 10.1051/
0004-6361:20020244.

[7] B. Benson, D. M. Wittman, N. Golovich, M. James Jee, R. J. van Weeren, and
W. A. Dawson. MC2: A Deeper Look at ZwCl 2341.1+0000 with Bayesian

101



102 Bibliography

Galaxy Clustering and Weak Lensing Analyses. ApJ, 841:7, May 2017. doi:
10.3847/1538-4357/aa6d66.
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Chapter 4

Statistical studies of galaxy clusters
according to their dynamical status.

4.1 Introduction.

Galaxy clusters are one of the main astronomical objects where it has been demonstrated
the presence of magnetic fields [8, 10] and studied their properties [4, 13], however the
role that they play in the formation of structures is still under debate. Taking into account
the electronic densities inside galaxy clusters, the magnetic field should be able to produce
a signal of the Faraday Rotation (RF) effect that can give us information about the physics
of the intra-cluster gas [15, 19, 23].

Although the presence of magnetic fields in galaxy cluster was demonstrated, the role
of these fields on the evolution of the universe and in the formation of structures it is not
understood in its totality. Taking into account the hierarchical structure formation and
the physics of the electromagnetic processes, it is expected that the merger of 2 or more
systems can affect the magnetic fields in the intra-cluster medium.

Numerous previous works [3, 14, 16, 17, 20] have studied the cosmological proper-
ties of magnetic fields and their influence on the evolution of the universe. In particular
Stasyszyn et al. [18] studied the relationship between the large-scale structure of the uni-
verse (LSS) and the RF signal using hydrodynamic simulations. Although they found that
LSS should produce a signal, this will be below the sensitivity of the current instruments.
However, with the new generation of instruments and, by means of statistical techniques,
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the effects produced by the fields of the LSS [7, 12, 22] could be detected.
One of the first works to statistically study the intra-cluster medium (ICM) of 16

galaxy groups was Clarke et al. [9], where they prove that the magnetic fields inten-
sity increases towards the center of the systems. Modelling the inferred electron den-
sity from X-rays observations, they calculate an average magnetic field of < |B| >=

5 − 10 (l/10kpc)1/2 h
1/2
75 µG, where l is the characteristic length of the ICM cell. On

another study Boehringer et al. [5] analyse the correlation between the RF signal and dif-
ferent properties of the galaxy clusters. Using 1722 extragalactic clusters from CLASSIX
they find that the RF signal increases with the ICM density and infer a magnetic field of
< |B| >= 2− 6 (l/10kpc)1/2µG.

In this chapter we present the results of the study of the correlation between the dy-
namic state of galaxy clusters and their magnetic fields through the analysis of the RF
signal in the line of sight of each cluster. In order to do this we use a sample of relaxed
clusters and a sample of unrelaxed clusters and, taking into account the RF signal in the
line of sight of each one, we infer properties on its magnetic fields.

We found an increase in the RF signal in the unrelaxed clusters that suggest the pres-
ence of physical processes that increase the magnetic fields in this systems.

This work was done in collaboration with Dr. Federico Stasyszyn and the results
were recently submitted for its publication on the journal Monthly Notices of the Royal

Astronomy.

4.2 Observational data.

4.2.1 Galaxy clusters survey.

Taking into account that in the construction of the merging cluster catalogue through ma-
chine learning techniques we decide to maintain low contamination rather than have a high
completeness, we do not have enough number of clusters to make an statistical analysis.
This is why we decided to study the correlation between galaxy clusters and RF measure-
ments using the catalogue built by Wen & Han [25]. In this catalogue the authors classify
the groups in relaxed and not relaxed systems. This catalogue was constructed based on
photometric data from the SDSS/DR8, and has 589 and 1503 relaxed and not relaxed sys-
tems respectively. It is important to have in mind that relaxed groups are those that are not
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interacting and that, therefore, should present an smooth and symmetric mass and lumi-
nosity distribution. While, the unrelaxed systems are those that have large substructures
and that may be the product of interactions with other similar clusters.

Interactions between clusters introduce significant modifications on all the compo-
nents of the systems (galaxies, ICM, dark matter distribution, etc.), which produces par-
ticular characteristics in different bands of the electromagnetic spectrum (presence of ra-
dio haloes, symmetrical distribution of X-ray emission, etc.). Keeping in mind this Wen

& Han calibrated their method using a set of clusters with multiband information and a
known dynamic state. Then they estimate 3 parameters that quantify different properties
of the light distribution of these systems, namely 1:

• α: Taking into account the smoothed luminosity map I , they define the parameter
S2 =

∑
ij I

2(xi, yj) where (x, y) is the position of a given pixel of the map in
a coordinate system centred on each cluster. Then, taking into account that the
relaxed groups have a more symmetrical luminosity distribution than the unrelaxed
ones, they define the parameter ∆2 =

∑
ij[I(xi, yj) − I(−xi,−yj)]2/2. Finally

they define the asymmetry parameter as α = ∆2

S2 , where α = 0 implies a symmetric
distribution and α = 1 an asymmetrical one.

• β: Bearing in mind that it is expected that the smoothed luminosity surface bright-
ness maps of relaxed systems are similar in all directions and that, on the other hand,
if a system has significant substructures, it is expected that their maps will have an
abrupt change in a certain direction, the β parameter quantifies the difference in the
brightness profile in different directions.

• δ: Taking into account the spherical symmetry of the luminosity distribution in re-
laxed groups, the luminosity maps can be correctly fitted by a 2 − dimensional

King profile. On the other hand, clusters with a lot of degree of substructures should
not be correctly adjusted with this model. The parameter δ quantifies the deviation
of the luminosity map of a given group from a 2− dimensional King profile.

Finally using these parameters and, calibrating the method taking into account the
dynamic state of the known systems, they define the relaxation parameter Γ as:

1For a detailed definitions of these parameters see Wen & Han [25]
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Table 4.1: Correlation between galaxy and AGN surveys in different photometric bands.

Survey Radio Unrelax Relax

Veron et al. 2010 [24] 30′ 72% 74%

Assef et al. 2018 [2] 30′ 97% 96%

Abdo et al. 2010 [1] 30′ 1.9% 1.8%

Horiuchi et al. 2004 [11] 30′ 0.8% 0.3%

Γ = β − 1.90α + 3.58δ + 0.10 (4.1)

They found that relaxed clusters have Γ > 0, while unrelaxed systems have Γ < 0.

After that, they estimate the Γ parameter for 2092 clusters of the SDSS/DR8 survey. In
the final sample, they found 589 relaxed systems and 1503 non-relaxed systems. In figure
4.1 you can see the distributions of the main properties of both samples. It can be seen
that all the distributions are very similar, with the exception of the the Rmag magnitude
distribution, where the relaxed groups are slightly brighter. Excluding this magnitude, the
2 samples have statistically the same properties and only differ in their dynamical state.

Taking into account the possibility of having AGNs inside the clusters that may affect
the ICM in a considerable way, we study the probability of having an AGN inside a cluster.
Specifically we study the correlation between the relaxed and unrelaxed systems with the
AGNs present in the catalogues Veron et al. 2010 [24], Assef et al. 2018 [2], Abdo et al.

2010 [1] (γ-Rays ) and Horiuchi et al. 2004 [11] (Radio). With this goal in mind we count
how many clusters have at least one AGN in radials bins. We found that both samples
(relaxed and unrelaxed) have the same proportions of clusters with and without AGN in
all catalogues. This reinforces the idea that the only difference between both samples it
their dynamical state. These results are summarised in the table 4.1.

4.2.2 Observations of the Faraday Rotation effect.

For the RF information we use the catalogue of Taylor et al. [21] that contains RF signal
measurements of 37543 polarised sources from the NRAO VLA Sky Survey (NVSS). It
is important to note that this catalogue only has observations in 2 frequencies, which may
cause ambiguities for high RF values, however it has the advantage that it has a large
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Figure 4.1: Comparison of the main properties of the relaxed and unrelaxed clusters. Top
Left: Distribution of the cluster radius (R200). Top Right: Distribution of the number of
member galaxies. Centre Left: Distribution of apparent magnitude rmag. Centre Right:
Distribution of the cluster richness. Bottom Left: Distribution of redshifts. Bottom Right:
Histogram of absolute magnitude Rmag.
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coverage area that allows us to obtain a better correlation with the distribution of galaxy
clusters. In addition, we only find 2 extreme RF values, so these ambiguities will not
statistically contribute and, therefore, will not have an influence on our analysis.

In order to remove the contamination introduced by our galaxy, we estimate the aver-
age of the RF values in a circle of 6°around each cluster and then we subtract this value as
described in Boehringer et al. [5] and Stasyszyn et al. [18].

In addition to the Taylor et al. catalogue [21] we also analysed the correlation between
the RF measurements of the catalogue of Xu et al. [26] and the galaxy clusters. Although
this is a smaller catalogue, it has the advantage that it have estimations of the redshift of
the RF source, which allows us to study only those sources that are behind each one of the
analysed clusters.

4.3 Statistical analysis.

In order to study the correlation between the RF measurements and the dynamical state of
the galaxy clusters, we estimate the RF standard deviation (σRF ) in 5 radial bins around
each cluster. In figure 4.2 you can see in solid lines the standard deviation as a function
of the angular distance for the relaxed (black) and unrelaxed samples (red). It can be seen
that the unrelaxed clusters present a greater standard deviation in the central regions than
relaxed systems. With the goal of studying if the differences in the standard deviation have
a correlation with the number of galaxy members of each cluster, we made the same anal-
ysis but only taking into account those systems with more than 40 galaxies. These results
are shown in dotted lines. As you can see the difference between relaxed and unrelaxed
clusters increases when we use only groups with more than 40 members. This implies that
this effect is dominated by larger systems. To estimate the errors in the measurement of
the standard deviation we perform a bootstrapping technique that consists on estimating
σRF by removing one galaxy cluster each time, and then estimating the dispersion in the
measurements of σRF .

In order to avoid a bias that may be produced by the difference in the luminosity dis-
tributions of the relaxed and unrelaxed samples (see figure 4.1), we decided to build a
random sub-sample of the unrelaxed groups that follows the Rmag distribution and the nu-
merical density of the relaxed systems. Taking into account this sub-sample, we estimate
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Figure 4.2: Standard deviation of the Faraday Rotation measurements as a function of
the angular distance to the centre of the cluster. In red are shown the results for the non-
relaxed systems, while in black are shown the results for the relaxed systems. In solid
lines are shown the results for the complete samples, while the results for the subsamples
with more than 40 member galaxies are shown in dotted lines.

the deviation σRF in radial bins as previously explained. Again we find that those systems
that are not relaxed present a greater dispersion in the central areas.

In figure 4.3 we show σRF as a function of the projected distance to the centre of the
cluster. Again can be observed the tendency that those unrelaxed systems have a greater
dispersion in the inner zones for the sample with more than 40 galaxies (dotted lines) and
for the total sample (solid lines).

Continuing with the analysis, we divide the sample galaxy clusters into bright (Rmag <

−23.5) and faint (Rmag > −23.5) systems and estimate the standard deviation σRF in
radial bins for both samples without taking into account the dynamic state of the systems.
In figure 4.4 we present the dispersion σRF as a function of the angular distance. As can
be seen there is not a significant difference between these samples, which indicates that
the difference previously found, is produced by the dynamical state of the clusters.

In figure 4.5 you can see the standard deviation as a function of the projected distance
normalized to the radius R200 of each system. It can be seen that the difference between
the relaxed and unrelaxed samples persists until approximately 2 times the radius R200,
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Figure 4.3: Standard deviation of the Faraday Rotation measurements as a function of the
projected distance to the centre of the cluster. In red are shown the results for the unrelaxed
sample, while in black are plotted the results for relaxed systems. In solid lines are shown
the results for the complete samples, while in dotted lines are plotted the results for the
subsample with more than 40 member galaxies.
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Figure 4.4: Standard deviation of the Faraday Rotation measurements as a function of the
angular distance to the centre of the cluster. In black are shown the results for the bright
systems sample, while in red are shown the results for the faint systems.
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Figure 4.5: Standard deviation of the Faraday Rotation measurements as a function of the
projected distance to the centre of the cluster, normalized to the radius R200. In red are
shown the results for the unrelaxed sample, while in black are shown the results for the
relaxed ones. In solid lines are shown the results for the complete samples, while in dotted
lines are shown the results for the subsample with systems with more than 40 member
galaxies.

showing that this difference is inherent to the clusters.

As can be seen in all the figures, the difference between the relaxed and unrelaxed
groups increases when we only study those systems with more than 40 galaxies. This can
be understood because the smaller systems do not really contribute to this effect, due to
the fact that they have relatively smaller masses and sizes and so, they do not produce a
significant amount of Faraday rotation.

Bearing in mind that Faraday’s rotation is an integrated effect along the line of sight, a
natural source of uncertainty in our analysis is the integration without knowing the distance
towards the polarised sources. To reduce this source of error we use the catalogue of Xu

et al. [26], which has approximately 3600 confirmed extragalactic sources on radio with
an estimation if their redshift. This allows us to estimate the standard deviation σRF using
only those sources that are behind each group. In figure 4.6 you can see the results of this
analysis, where we observe again the tendency for unrelaxed systems to have a greater
dispersion in the central zones. A problem of this catalogue is the small number of sources
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Figure 4.6: Standard deviation of the Faraday Rotation measurements as a function of
the angular distance to the centre of the cluster, for the catalogue of Xu et al. [26] and
taking into account only the polarised sources behind each of the studied groups. In red
are shown the results for the unrelaxed systems, while in black are shown the results for
the relaxed systems. In solid lines are shown the results for the complete samples, while
in dotted lines are shown the results for the subsamples with systems with more than 40
member galaxies.

(approximately the 6% of the number of sources that have the catalogue of Taylor et al.

[21]) and low angular coverage, which translates into greater errors in the measurement.

4.3.1 Density distributions.

Continuing with the analysis of the correlations between RF measurements and the dy-
namic state of the galaxy clusters we studied the probability of a random distribution of
galaxy groups to overlap RF measurements.

In order to do this we generated 1000 catalogues randomly distributing the angular
positions of the galaxy clusters and calculating the number of systems with at least one RF
measurement at less than one radiusR200. The figure 4.7 shows the probability distribution
of the random catalogues (relaxed systems in black and unrelaxed systems in red) to have
at least one RF measurement at less than one radius R200. In a comparative way, it is
shown in solid black vertical line and in vertical red dotted line the amount of relaxed and
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unrelaxed groups in the real catalogue respectively that have at least one RF measurement
within a radius R200. It can be seen that both relaxed and unrelaxed systems present
values that are more than 3σ of the average found for the random catalogues and with
opposite tendencies. For a better comparison, the smallest number of samples in random
catalogues with at least one measurement was subtracted from both samples. It is worth
mentioning that the error in the measurements was estimated using a bootstrap technique
as was previously explained. These results show that relaxed (unrelaxed) clusters have
a lower (higher) probability of having at least one RF measurement within a radius R200

than a random sample.
In figure 4.8 the same analysis is shown but taking into account those systems with

more and less than 40 galaxies members. It can be seen that in the sample of clusters with
more than 40 galaxies the differences persist, while in the sample of systems with less than
40 galaxy members there are no significant differences between the relaxed (unrelaxed)
samples with respect to the random catalogues.

It is worth noting that these results are consistent with those previously found, in which
it was evident that unrelaxed systems have a greater dispersion towards central areas than
relaxed systems.

4.4 Inferred magnetic fields.

The Faraday rotation originates from the integration of the magnetic fields in the line of
sight and the value of σRF is affected by the characteristic length of the ICM cell in the
line of sight Λ = (L/l)1/2, where L is the length of the ICM column electron density and
l is the characteristic length of the ICM cell with coherent magnetic field. From this, we
are able to derive a relation between the σRM , the electron density Ne and the magnetic
field B‖ as [5]:

B||
1µG

= 3.801× 1018 σRM

rad m−2

(
Ne

cm−2

)−1

Λ (4.2)

Since we do not have a reliable value for the electron density Ne, we use a constant
value of Ne = 1021cm2. In addition, assuming that L ∼ 1 Mpc and l ∼ 1 Kpc we
can infer a magnetic field value of B‖ = 3.0 ± 0.25µG for the unrelaxed systems and
B‖ = 2.2± 0.40µG for the relaxed ones.
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Figure 4.7: Probability distribution of having at least one RF measurement within a radius
R200 for 1000 catalogues constructed randomly sorting the angular positions. In black and
red are shown the measured values for the relaxed and unrelaxed systems respectively.
The vertical values show the values measured in the real catalogue of Wen & Han [25].
For a better comparison we subtract the smaller number of clusters with at least one RF
measurement within a radius of R200 found in the random catalogues for each sub-set
(relaxed and not relaxed).
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Figure 4.8: Probability distribution of having at least one RF measurement within a radius
R200 for clusters with more (less) than 40 galaxy members in 1000 catalogues constructed
randomly sorting the angular positions. In black and red are shown the measured values
for the relaxed and unrelaxed systems respectively. The vertical values show the values
measured in the real catalogue of Wen & Han [25]. For a better comparison we subtract
the smaller number of clusters with at least one RF measurement within a radius of R200

found in the random catalogues for each sub-set (relaxed and not relaxed).
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On the other hand if we assume that l = 10 Kpc for the unrelaxed systems and l =

25 Kpc for the relaxed ones the values for the magnetic field are B‖ = 0.96 ± 0.08 µG

and B‖ = 0.45± 0.08µG respectively.

It is worth mentioning that we assume a constant value of L because we did not find
significant differences in the distributions of the fundamental properties of relaxed and un-
relaxed systems (See figure 4.1). However, if we have in mind that turbulence is expected
to be greater in unrelaxed systems, it is expected that these clusters will have a lower value
of l.

It is important to note that if indeed the dispersion σRF is smaller in the relaxed clus-
ters, it can be a consequence of the depolarisation effect [6], which would imply that we
would not be able to observe the Faraday rotation even if there are magnetic fields. This
phenomenon could explain the results found in section 4.3.1. While the Taylor et al. cat-
alogue [21] was constructed based on data extrapolated from NVSS, the data were not
designed for polarisation studies, so they may be affected by the effect of depolarisation.
Nevertheless the fact that the difference between relaxed and unrelaxed is found in the
analysis of different catalogues (Taylor et al. [21] and Xu et al. [26]) is an indication that
the difference between relaxed and unrelaxed systems is real.

4.5 Conclusions.

Taking into account the hierarchical formation of structures of the standard model and
the presence of magnetic fields in galaxy clusters, in this work we study the relationship
between the dynamical state of the clusters and the Faraday rotation effect produced by
them.

With this goal in mind, we use the galaxy cluster survey built by Wen & Han [25]
which contains information about the dynamic status of each system, and correlated it
with the sources of Faraday rotation.

We found that unrelaxed clusters have a greater standard deviation σRF of the Faraday
rotation effect that the relaxed ones. This difference can be interpreted as the unrelaxed
clusters having higher magnetic fields, what can be explained taking into account the dy-
namo effect caused by the mergers between clusters.

It is worth noting that the only difference between the relaxed and unrelaxed system
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samples is their Rmag magnitude distribution (see figure 4.1), with the relaxed clusters
being brighters. To verify that the difference in σRF is not a result of this magnitude dif-
ference, we separate the systems into bright and faint clusters without taking into account
the dynamic state. When comparing the distribution of σRF of these sub-sets we did not
found any difference, which reinforces the idea that the difference founded in section 4.3
is actually produced by the dynamic status of the systems.

In addition, we study the probability that a system belonging to a random sample of
galaxy clusters has at least one RF measurement within a radius R200. We found that un-
relaxed groups are more likely to have at least one RF measurement within a radius R200

that a random sample, while a relaxed system has a lower probability than a random sam-
ple, which reinforces the hypothesis that the dynamical state of the systems significantly
modifies the magnetic properties of galaxy clusters.

Taking into account the standard deviation σRF measured, and assuming typical values
for the electronic densityNe, the length of the electronic density column of the ICM L and
the characteristic length of the ICM cell with coherent fields we have been able to estimate
a magnetic field value of B‖ = 0.45 0.08µG for relaxed systems and B‖ = 0.96 0.08 µG

for the unrelaxed ones.
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Chapter 5

Individual study of the candidates for
merging clusters A2029/33 and A1204.

In this chapter we will present the results of the dynamic and morphological study of the
A1204 and A2029/2033 clusters that were previously identified as candidates for merging
clusters with the MeSsI code. As was detailed in chapter 3, the merging galaxy groups
present the ideal scenario to study the properties of dark matter, since, due to the merger,
there is an offset between the dark matter distribution and the gas distribution [18]. Con-
sidering that the presence of dark matter produces distortions in the background galaxies,
we perform a weak gravitational lens analysis on both systems in order to determine the
density profiles and their masses. On the other hand, with the objective of studying the
gas distribution in the ICM and, taking into account that at the typical temperatures that
the ICM gas is found, it emits in X-rays, we carry out a study of this emission. In a
complementary manner, an individual dynamic study was carried out using spectroscopic
data from both galaxy clusters. Finally, we performed an individual dynamic study, as
described in Beers et al. 1982 [6], taking into account the 2 body model to decide if the
substructures found are gravitationally linked.

The results of these studies were published in the international journal Astronomy &

Astrophysics in the year 2017 [20].

It should be noted that this work was carried out in collaboration with Dra. Elizabeth
Gonzales (weak gravitational lenses analysis), Dr. Gabriel Oio (X-rays emission analysis),
Dr. Mariano Dominguez and Dr. Carlos Valotto (statistical analysis), Dr. Nilo Castellano,
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ID. α δ z Program Filters Exp. time Seeing
J200 J200 ID. [s] [arcsec]

A1204 168.3845◦ 17.594◦ 0.1706 o10114 Subaru i+ 240 0.74
o11203 Subaru V 240 0.91
WG931430P ROSAT PSPCC 14699

A2029 227.7446◦ 5.7616◦ 0.0775 06AC16 CFHT i.MP9701 500 0.52†
03AC28 CFHT r.MP9601 480 0.65†
US800249P ROSAT PSPCB 12542

Table 5.1: Specifications of the observational data used in the study of each cluster. In
column (1) we detailed the ID of each system. In columns (2), (3) and (4), the coordinates
and redshift of the centres of the systems are detailed. Finally, in columns (5), (6), (7) and
(8) we present the specifications of the observational data used. († Average seeing in the
mosaic.).

lic. Tania Tagliaferro, Dr. Héctor Cuevas and lic. Daniel Lang (data reduction).

5.1 Data Acquisition.

5.1.1 Photometric observations.

For the weak lensing analysis it is necessary to have deep photometric images with a
small seeing (less than 1′′) to be able to estimate the ellipticity of the background galaxies.
In table 5.1 we present the details of the observational data used for the study of each
system. In the case of A1204 cluster, for the analysis of lenses we use images in the i+
and V Subaru bands obtained from the SMOKA database (Subaru Mitaka Okayama Kiso
Archive). These observations were taken using the Suprime-Cam camera [28] mounted
on the primary focus of the Subaru telescope as part of the COSMOS program (Cosmic

Evolution Survey). This camera has a mosaic of 80 mega-pixels that cover an area of
34′ × 27′ with a resolution of 0.202′/pixel.

In the case of the A2029/2033 system, the photometric observations were obtained
from the CADC database (Canadian Astronomy Data Center). These images were ob-
tained with the MEGACAM camera in the 3.6m CFHT telescope in the r′ and i′ bands.
This camera consists of 36 CCDs with 2048x4612 pixels that cover 1x1 square degree
with a resolution of 0.187′′.
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5.1.2 X-ray emission observations.

For the study of the ICM gas distribution we use data of the X-ray emission from the
ROSAT 1 telescope that were downloaded from the HEASARC on-line repository (High

Energy Astrophysics Science Archive Research Center). These data were reduced using
the ximage software to eliminate sources of contamination and to subtract the signal
from the background. For the case of the A1204 group we obtained an rms noise of
0.32(cts/pix), while for A2029/2033 we obtained an rms of 0.72(cts/pix). Finally, we
used the images in the 0.1− 2.4KeV band to measure the surface brightness of the X-ray
emission in both system.

5.1.3 Spectroscopic Data.

In order to carry out an individual dynamic study with a greater precision it is also neces-
sary to use the redshift of the galaxies, and so we have decided to work with spectroscopic
surveys of both clusters.

For the case ofA1204 we used the HeCS spectroscopic survey [35] (Hectospec Cluster

Survey), built by Rines et al. 2013 using the Hectospec [17] instrument mounted on the
6.5m MMT telescope. It should be noted that the clusters observed in this survey were
previously selected based on the RASS survey [40] (ROSAT All Sky Survey) restricted to
those systems with 0.1 ≤ z ≤ 0.3.

In the case of the A2029/2033 cluster, we used the data from the SDSS DR7 survey
[1, 44] restricted to galaxies with an r band apparent magnitude between 14.5 and 17.77.

5.2 Weak lensing analysis.

In order to obtain the distribution of projected mass density and the total mass of each
substructure, we made, a weak lensing analysis applying the code presented in Gonzalez

et al. 2015 [19]. In this section we will briefly describe this code.

1See http://www.mpe.mpg.de/xray/wave/rosat/index.php

http://www.mpe.mpg.de/xray/wave/rosat/index.php
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5.2.1 Identification and classification of sources.

To perform a weak gravitational lens study it is necessary to identify the background galax-
ies, that is, those galaxies that are behind the cluster we are analysing. For this we use the
software SExtractor [7] in 2 stages. First, we compute the seeing and the saturation
level of each image. Then, we ran again SExtractor but using the previously esti-
mated seeing and saturation level as information. Finally, we classify the detected sources
between galaxies and stars and we discard the false detections taking into account its posi-
tion in the magnitude/central-flux diagram, its FWHM (full width at half maximum) with
respect to the seeing and the stellarity index estimated by SExtractor. A visual inspec-
tion of the discarded sources shows that most of them are hot pixels, sources at the edges
of the CCD, defects produced by saturated stars and cosmic rays.

Since we do not have an estimation of the redshift for all the identified sources we need
a photometric criterion to identify background galaxies. We will consider that a galaxy is
at the background if it has an apparent magnitude between mp < mag < mMAX + 0.5,
where mag is the magnitude measured in the r′ and i+ bands for the CFHT and SUBARU
images respectively, mp is the smallest magnitude for which the probability for a galaxy
to be behind the cluster is greater than 0.7 and mMAX corresponds to the peak of the mag
distribution of all the identified galaxies. The upper cut ensures that we are not taking
into account very faint galaxies that have higher uncertainties in the shape measurements.
In the case of the SUBARU images, we obtained mMAX = 25.7 for the band i+, while
for the CFHT images we obtained mMAX = 22.7 for the r′ band. In addition to the
magnitudes cut, we imposed a cut in the colour of the galaxy with the objective of discard
blue galaxies that are likely to be foreground galaxies (i.e galaxies that are in front of
the cluster under consideration) and, therefore, they dilute the true lens signal produced
by the matter distribution of the galaxy cluster. Finally we are left with those galaxies
with r′ − i′ > −0.5 and V − i+ > −1.0 identified in CFHT and SUBARU images
respectively. The efficiency of the weak gravitational lens effect depends on the geometric
factor β := DLS/DS , where DLS and DS are the angular diameter distances from the lens
to the source and from the observer to the source, respectively. To estimate mp and 〈β〉
(where 〈...〉 express the average over the considered background galaxies for the lensing
estimator) we use catalogues of photometric redshifts. In the case of the lensing analysis
performed with CFHT frames we use the Coupon et al. [12] photometric catalogue, based
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on the public release Deep Field 1 of the Canada–France–Hawaii Telescope Legacy Survey
(CFHTLS Deep1), which has an 80% completeness limit of mr′ ≈ 26. and covers a sky
region of roughly 1 deg2 .

On the other hand, for the analysis with SUBARU frames we use the catalogue of pho-
tometric redshifts given by Laigle et al. [24] which contains precise photometric redshifts
over the 2deg2 COSMOS field and with a limiting magnitude mi+ = 26.2. We compute
the fraction of galaxies with z > zcluster in magnitude bins of 0.25 mag and then we chose
mP as the lowest magnitude for which the fraction of galaxies was greater than 0.7, ob-
taining mP = 18.2 and mP = 18.5 for i+ and r′ images, respectively. Then we apply
the photometric selection criteria (mP < mmag < mMAX + 0.5) to the catalogue and we
compute β for the whole distribution of galaxies. To take into account the contamination
by foreground galaxies given our selection criteria, we set β(zphot < zcluster) = 0 which
outbalances the dilution of the shear signal by these unlensed galaxies.

To estimate the error in 〈β〉 regarding the cosmic variance, we divide CFHTLS Deep1
and COSMOS fields into 25 and 64 non-overlapping areas of∼ 144 arcmin2 and∼ 160 arcmin2,
respectively. Then we compute 〈β〉 for each area considering the redshift of the analysed
clusters according to the used images. The uncertainties in 〈β〉 due to cosmic variance are
estimated according to the scatter among the values for each area, obtaining ∼ 0.012 for
CFHTLS DEEP1 field and ∼ 0.010 for COSMOS field. These uncertainties were taken
into account in the error estimation of the fitted parameters, and propagated to the result-
ing system masses.

In order to take into account the contamination of foreground galaxies in the catalogue,
we compute for each galaxy the probability that it is behind the cluster. This probability is
computed using the described photometric catalogues considering the fraction of galaxies
with z > zcluster for each bin in magnitude, mag, and colour (V - i+ and r’ - i’). Hence,
given the magnitude and the colour of each galaxy, we assign to it a weight, w, as the
fraction of galaxies with z > zcluster in that bin. This weight is applied to compute the
mass and the 2D density distribution.
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5.2.2 Shape measurements.

Gravitational lensing effects are characterised by an isotropic stretching called conver-
gence, κ, and an anisotropic distortion given by the complex-value lensing shear, γ =

γ1 + iγ2. Using the second derivative of the projected gravitational potential to express the
shear and convergence, one can show that for a lens with a circular-symmetric projected
mass distribution, the tangential component of the shear, γT , is related to the convergence
through [4]:

γT (r) = κ̄(< r)− 〈κ〉(r), (5.1)

where κ̄(< r) and 〈κ〉(r) are the convergence averaged over the disc and circle of
radius r, respectively. If lensing is weak (κ � 1), the image of a circular source appears
elliptical with a and b as major and minor semi axes, respectively. The induced ellipticity
could be directly related to the shear, γ ≈ e. Here we define the ellipticity as a complex
number, e = e1 + ie2, with magnitude | e |= (a − b)/(a + b) and orientation angle
determined by the direction of the major elliptical axis. If the source has an intrinsic
ellipticity es the observed ellipticity would be e ∼ es + γ [5].

If we consider many sources with intrinsic ellipticities randomly orientated so that
〈es〉 = 0, the ensemble average ellipticity after lensing gives an unbiased estimate of the
shear: 〈e〉 ≈ γ, which can be related to the projected mass density of the cluster. There-
fore, we can estimate the shear by averaging the shape of background sources that would
be affected by the lensing effect.

It is important to take into account the roundness effects due to the atmosphere pres-
ence, as well as the distortion caused by the telescope effects. All of these are considered
by the Point Spread Function (PSF), which is convoluted with the true galaxy intensity
light distribution.
To obtain the shape parameters we use im2shape [9], which models the galaxies as a
sum of Gaussians convoluted with a PSF.

To estimate the PSF at the position of each galaxy we average the shape parameters of
the five closest sources classified as stars, since they are considered point-like sources2.

2For more details about this process see the work of Gonzalez et al. 2015 [19]
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Finally to compute the lensing masses and the 2D density distributions we only kept
the galaxies classified as background galaxies and with FWHM > 6pix, to ensure galax-
ies with a good pixel sampling and, therefore, with better-shaped parameter estimations.
Also, we discard galaxies with σe > 0.2, where σe is defined as the error in the mea-
sured ellipticity and is computed as σe =

√
σ2
e1

+ σ2
e2

, where σe1 and σe2 are the errors
in the ellipticity components provided by im2shape. With these criteria we obtain a
density of background galaxies of∼ 17.4 galaxies/arcmin2 for SUBARU image and∼ 3.5

galaxies/arcmin2 for CFHT mosaic image.

5.2.3 Estimation of the individual masses of the substructures.

Once we obtain the shape parameters of the background galaxies we can compute the
shear profile which could be fitted by assuming a density distribution for each structure
identified with the code MeSsI. For this we assume spherical models and, averaging the
ellipticities in radial intervals, we obtain a shear profile which is fitted by minimising the
corresponding χ2 function which contains the parameters of the model.

Spherical symmetry implies that the average in annular bins of the tangential compo-
nent ellipticity, eT , of the lensed galaxies traces the reduced shear. Since galaxies have
an intrinsic ellipticity, the error in the shear estimator 〈γ(r)〉, obtained by averaging the
tangential ellipticity component of the N galaxies at a distance r ± δr from the centre
considered, 〈eT (r)〉, would be [36]:

σγ ≈
σε√
N
, (5.2)

where σε is the dispersion of the intrinsic ellipticity distribution.

The brightest galaxy member identified from each structure, according to the member-
ship presented in the catalogue of [14], is considered as the centre to build the profiles.
Shear profiles are computed using non-overlapping logarithmic annuli, in order to have a
similar signal-to-noise ratio (S/N) in each annuli.

Two mass models are used to fit the resultant shear profiles: a singular isothermal
sphere (SIS) and a NFW profile [30]. The SIS profile is the simplest density model for
describing a relaxed massive sphere with a constant value for the isotropic one dimensional
velocity dispersion, σV . This is mainly described by the density distribution:
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ρ(r) =
σ2
V

2πGr2
(5.3)

where G is the gravitational constant. This model corresponds to a distribution of self-
gravitating particles where the velocity distribution at all radii is a Maxwellian with one
dimensional velocity dispersion, σV . From this equation, we can get the critical Einstein
radius for the source sample as:

θE =
4πσ2

V

c2
〈β〉, (5.4)

in terms of which one obtains:

κ(θ) = γ(θ) =
θE
2θ
, (5.5)

where θ is the angular distance to the cluster centre. Hence, fitting the shear for a dif-
ferent radii, we can estimate the Einstein radius, and from that, we can obtain an estimation
of the mass M200 as [26]:

M200 =
2σ3

V√
50GH(z)

, (5.6)

where H(z) is the redshift dependent Hubble parameter.

The NFW profile is derived from fitting the density profile of numerical simulations
of cold dark-matter haloes [30]. This profile depends on two parameters, the radius, R200,
that encloses a mean density equal to 200 times the critical density (ρcrit ≡ 3H2(z)/8πG),
and a dimensionless concentration parameter, c200:

ρ(r) =
ρcδc

(r/rs)(1 + r/rs)2
(5.7)

where rs is the scale radius, rs = R200/c200 and δc is the characteristic overdensity of
the halo,

δc =
200

3

c3
200

ln(1 + c200)− c200/(1 + c200)
(5.8)

We use the lensing equation for the spherical NFW density profile from Wright and
Brainerd [42]. If we fit the shear for different radius we can obtain an estimation of the
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parameters c200 andR200. Once we obtainR200 we can compute theM200 mass. Neverthe-
less, there is a well-known degeneracy between the parameters R200 and c200 when fitting
the shear profile in the weak lensing regime. This is due to the lack of information on
the mass distribution near the cluster centre, and only a combination of strong and weak
lensing can raise it and provide useful constraints on the concentration parameter. Due
to the lack of strong lensing modelling in our sample, we follow Kettula et al. [23], van
Uitert et al. [39] and Pereira et al. [31], by fixing the concentration parameter according to
the relation c200(M200, z) given by Duffy et al. [15]:

c200 = 5.71(M200/2× 1012h−1)−0.084(1 + z)−0.47. (5.9)

The particular choice of this relation does not have a significant impact on the final
mass values, with uncertainties dominated by the noise of the shear profiles. Thus we fit
the profile with only one free parameter: R200.
To derive the parameters of each mass model profile we perform a standard χ2 minimisa-
tion:

χ2 =
N∑
i

(〈γ(ri)〉 − γ(ri, p))
2

σ2
γ(ri)

, (5.10)

where the sum runs over the N radial bins of the profile and the model prediction and
p refers to either σV for the SIS profile, or R200 in the case of the NFW model.

5.2.4 Two-dimensional density distribution.

We obtain the 2D projected density distribution for the two analysed galaxy systems by
using the LensEnt2 code [8, 27]. This code applies maximum-entropy method algorithm
for reconstructing the 2D density distribution from the two ellipticity components, e1 and
e2, of the background galaxies and their respective uncertainties.

It is expected that galaxy clusters have smooth, extended projected mass distributions,
therefore, an Intrinsic Correlation Function (ICF) is included in the analysis, so the phys-
ical projected density distribution, Σ, is expressed as the convolution with a broad kernel,
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Galaxy system α δ z 〈β〉 SIS NFW
Id. (J2000) (J2000) σV M200 c200 R200 M200

km s−1 h−1
70 1014M� h−1

70 Mpc h−1
70 1014M�

A1204 I 11h 13m 20.5s +17◦ 35’ 41.0” 0.1703 0.689 750± 80 3.7± 1.2 3.52 1.41± 0.22 3.8± 1.8
A1204 II 11h 14m 07.2s +17◦ 27’ 41.0” 0.1705 0.689 640± 100 2.3± 1.1 3.52 1.11± 0.23 1.9± 1.2
A2029 15h 10m 56.1s +05◦ 44’ 41.7” 0.0775 0.778 840± 110 5.3± 2.0 3.40 1.95± 0.40 9.1± 5.6
A2033 15h 11m 26.5s +06◦ 20’ 56.9” 0.0822 0.766 780± 120 4.3± 2.1 3.49 1.75± 0.36 6.5± 4.0

Table 5.2: Main results of the weak gravitational lens analysis. The ID of each system
is presented in the 1st column. In the columns (2), (3) and (4) we show the angular
coordinates and redshift of the centres used for the analysis. In column (5) we show the
geometric factor. In the columns (6) and (7) we shown the results of the fitting for the SIS
profile, the velocity dispersion and M200 respectively. while in the columns (8), (9) and
(10) the results for the fitting of an NFW profile are shown: c200, R200 and the estimated
mass M200 respectively.

given by the ICF.

Finally to obtain the projected density distribution, Σ, it is necessary to compute the
critical density defined as:

Σc =
c2

4πG

1

DL〈β〉
, (5.11)

where we adopt the parameters DL and 〈β〉 for the primary component.

5.2.5 Results.

In this section we present the results obtained in the weak lensing analysis together with
the X-ray emission data and the dynamic characterisation of the systems.

In Table 5.2 we show the obtained lensing masses for each structure according to the
fitted shear profiles (Figs. 5.1 and 5.2). In figures 5.3 and 5.4 we shown the projected
density distribution, together with the X-ray contours.

5.3 Dynamic analysis.

As was specified in chapter 3 the dynamic properties of the A2029/2033 and A1204 clus-
ters were studied using the MeSsI code. In this section, we extend the study analysing
these systems individually.
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Figure 5.1: A1204: Radial shear profile as a function of the projected distance to the
centre of the substructure. In the upper panel graph we show the main component, while
the secondary component of A1204 is shown in the bottom panel. The solid and dotted
lines represent the fitted SIS and NFW profiles respectively. The points and crossings
show the tangential and cross ellipticity components of the selected background galaxies,
averaged in annular bins, respectively.
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Figure 5.2: A2029/2033: Radial shear profile as a function of the projected distance to
the center of the substructure. In the upper panel graph we show the main component
(A2029), while the secondary component (A2033) is shown in the bottom panel. The solid
and dotted lines represent the fitted SIS and NFW profiles respectively. The points and
crossings show the tangential and cross ellipticity components of the selected background
galaxies, averaged in annular bins, respectively.
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Figure 5.3: Projected density distribution in the field A1204 obtained with the weak lens-
ing analysis. The scale, marked at bottom left, is given in h70M�/pc

2. Red contours
corresponds to a projected density above 3σ significance level (250 h70M�/pc

2). X-ray
contours are plotted in blue, the contour levels are (3, 5, 7, 9 and 12) times the rms noise.
Red dots and green squares are the BCGs positions and the dynamical centres, respec-
tively. Pink and light-blue points are the positions of the galaxies classified as members,
for the primary and secondary component of A1204, respectively.
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Figure 5.4: Projected density distribution in the field A2029 and A2033 obtained with
the weak lensing analysis. The scale, marked at bottom left, is given in h70M�/pc

2. Red
contours corresponds to a projected density above 3σ significance level (400 h70M�/pc

2).
X-ray contours are plotted in blue, the contour levels are (3, 5, 7, 9 and 12) times the
rms noise. Red dots and green squares are the BCGs positions and the dynamical cen-
tres, respectively. Pink and light-blue points are the positions of the galaxies classified as
members, for A2029 and A2033, respectively.



5.3. Dynamic analysis. 149

In order to study the stability of the result obtained in chapter 3, we apply the same
technique but deleting some randomly selected galaxies and then we analyse how the
classification changes with the percentage of dropped galaxies. In particular, we perform
100 realisations for each value of completeness (99%, 95% and 90%).

In the case of theA1204 cluster in all cases, we classify the system as a merging cluster
in ∼ 50% of the realisations, suggesting that the classification is not stable, therefore if
there is an interaction between the components, it will not be strong. On the other hand,
for the A2029/2033 cluster in all the realisations, regardless of the value of completeness,
we find that the system is in an interaction process, indicating a stable classification.

On the other hand it is known that there are clusters that are the interaction between
more than 2 substructures [34]. In order to analyse if A1204 and/or A2029/33 are the
product of multiple interactions we apply the MeSsI code in an iterative way. In the first
instance we studied the clusters as specified in the chapter 3 and we find the substructures
that can be in interaction. In a second instance we apply the MeSsI code to the two
components identified by the algorithm in the first study.

In both cases, A1204 and A2029/2033, we found that each individual component are
classified as not in an interaction process, indicating that these systems are not multiple
mergers.

5.3.1 Two-body model.

In order to obtain information regarding the state of evolution of the studied systems, we
apply the Newtonian gravitational binding criterion that established that the two-body sys-
tem is bound if the potential energy of the system is equal to or greater than the kinetic
energy. This dynamical model was described in detail by Beers et al. [6] and Gregory and
Thompson [21] and, was also applied to the analysis of several bimodal galaxy systems
[eg., 2, 10, 11, 22, 43]. This model assumes radial orbits for the identified structures,
which start their evolution at time t0 = 0 with separation R0 = 0, and are moving apart or
coming together for the first time in their history. With the obtained lensing masses, this
method allows us to estimate the probability that (1) the system is bound but still expand-
ing, (2) the system is collapsing, or (3) the two structures are not bound to each other but
are merely close together on the sky. It is important to highlight that this model does not
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consider the angular moment of the system, the distribution of matter inside each cluster,
or the gravitational interaction of the infalling matter outside the cluster pair, since it is
assumed that the masses are constant since their formation time [29]. Nevertheless, this
model puts another constraint on the dynamical state and the evolution of the systems.

The Newtonian criterion for gravitational binding can be stated in terms of the pro-
jected separation, Rp, the radial velocity difference, Vr and the total mass of the combined
system, M , as:

V 2
r Rp ≤ 2GMsin2(α)cos(α), (5.12)

where α is the projection angle between the plane of the sky and the line connecting
the components of the system. We can express the true (3D) velocity, V , and separation,
R, as:

Rp = Rcos(α), Vr = V sin(α). (5.13)

We compute Vr considering the redshifts of the galaxy members of each component
within theR200 radius, computed according to SIS masses. Rp is computed as the distance
between each BCG (which is the adopted centre for the lensing analysis) and the combined
mass of the system is obtained by adding the SIS masses of each structure.

Using Beers et al. [6] equations of motion for unbound and bound systems, we can
obtain the projected angle α as a function of the radial velocity difference Vr. The equation
relates the time (which is assumed for each system as the age of the Universe at the mean
redshift of the considered structures), the velocity, V , and the separation, R, with the
developmental angle, χ, and the maximum separation, Rm, of the system components for
the bound solution and the asymptotic expansion velocity for the unbound solution. The
obtained Vr − α relations are plotted in Figure 5.5. The solid black curve separates the
bound and unbound solutions according to the Newtonian criterion (Eq. 5.12), the blue
curves are the solutions of the equations of motions for bound (solid line) and unbound
systems (dashed line) and the solutions for each system are marked with open circles,
according to the observed Vr. For both systems the solutions are bound, defined by the
intersections between the solutions of the equations of motion and the observed Vr. For
each solution, i, we compute the probabilities given by:
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Galaxy system Solution α R Rm V P
[deg] [h−1

70 Mpc] [h−1
70 Mpc] [km s−1] %

A1204 Bound-outgoing 69.8 6.9 7.0 70 10
Bound-incominga 66.9 6.1 6.1 70 19
Bound-incomingb 3.6 2.4 4.4 1000 71

A2029/2033 Bound-outgoing 75.7 13.6 64.6 690 100.

Table 5.3: Solutions for the 2-body model. Columns: (1) Cluster identification. (2) Solu-
tion class. Resultant values of α (3), R (4), Rm (5), V (6) and the computed probability P
(7) for each solution.

pi =

∫ αsup,i

αinf,i

cos(α)dα, (5.14)

then we normalise the obtained probability to obtain Pi = pi/(
∑

i pi).

Solutions are presented in Table 5.3. For A2029 we obtain one bound-outgoing so-
lution, close to the unbound solution considering the errors in Vr. According to this, the
components are expanding separated by a distance of 13.6h−1

70 Mpc.

On the other hand, for A1204 we obtain three bound solutions, two incoming and one
outgoing. The most probable is the incoming solution for which the components have
reached their maximum distance of 4.4h−1

70 Mpc and are now separated by 2.4h−1
70 Mpc

collapsing with a velocity of 1000 km s−1.

5.4 Conclusions.

In this chapter we present the results of the study of 2 candidates to merging clusters
previously identified with the MeSsI algorithm. These results were published in the in-
ternational journal Astronomy & Astrophysics [20].

Although the systems studied here were classified as merging candidates, the results
show that there is no sufficient evidence to conclude that these systems are in an interaction
process. However, it can not be ruled out that the systems are bounded and will interact in
the future.
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Figure 5.5: Projection angle (α) as a function of the relative radial velocity difference (Vr)
computed according to the equations of motion for A1204 (left panel) and A2029/2033
(right panel). Solid black curves separate the bound and unbound solutions according
to the Newtonian criterion. Blue curves are the solutions of the equations of motions for
bound (solid line) and unbound systems (dashed line) and the solutions for each system are
marked with open circles, according to the observed Vr marked with the red line, where
the gray region corresponds to the uncertainty in these values delimited by the dashed
black line. Point curves express the uncertainties in the computed curves considering the
errors in the adopted lensing masses.
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5.4.1 A1204.

For the galaxy system A1204, through weak lensing analysis, we were able to compute
the masses of the substructures previously identified and we obtained a mass ratio of ∼
2. It is worth mentioning that in a previous work Babyk et al. 2012 [3] estimated the
mass for these system by an analysis of the X-rays emission and obtained a value of
M200 = 3.18+0.34

−0.24 × 1014h−1
70 M�, which is in agreement with the one found in our work

(M200 = 4.0± 1.8× 1014h−1
70 M�).

In the 2D density distribution (Fig. 5.3 we can distinguish only the primary struc-
ture. Taking into account the estimated mass by adjusting the shear profile to the second
component, the density value is below the detection level of 3 σ corresponding to 250
h70M�/pc

2.

Also, we do not detect significant X-ray emission in the secondary structure region
above the threshold adopted to build the brightness contours. In order to establish if this
is due to the observing detection limit, we consider the lowest detected flux of RASS-
based catalogues according to Piffaretti et al. 2011 [32], which contains the lowest
X-ray emission clusters identified using this data. This corresponds to a flux Flim =
1.5 × 10−12 erg s−1 cm−2, in the 0.1-2.4 keV band of the SGP catalogue [13]. Consid-
ering this flux and the redshift of the secondary structure, we obtain a limiting luminosity
of 1.5 × 1042 h−2

70 erg s−1. Taking into account the obtained lensing mass, we compute
the expected X-ray luminosity for the system according to Leauthaud et al. 2007 [25]
M LX relation, obtaining (3.7 ± 2.4) × 1043 h−2

70 erg s−1, only 1.5σ above the detection
limit. However, it is important to highlight that a low X-ray emissivity could be explained
by a low density of the intra-cluster gas, which might be produced by a past interaction
between the structures.

The cluster A1204 has recently been classified as a system with a strong cool core
[45] which is in good correspondence with the X-ray contours found in this work. Thus,
the cluster does not show any evidence of having suffered a recent merger event. Also,
for this cluster the classification as a merging system is unstable as was stated in Section
5.3. Nevertheless, we detect lensing signal for the secondary structure through the lensing
profile (Fig. 5.1) from which we obtain the total mass, and, also, the density contours
exhibited in Figure 5.3 are elongated in the direction of the secondary component. Fur-
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thermore, assuming a relative velocity for these systems similar to the velocities measured
in other merging clusters 1000km/s [37], the time necessary for the structures to reach
the observed distance between the centres of the identified substructures (∼ 2.4 Mpc) is
≤ 3 Gyr. Hence, taking into account that there are no other signatures of a collision, it
is not likely that this could be a past merger event. Nevertheless this scenario could not
be discarded if we were to consider lower velocities for the components; we also do not
discard the possibility that the interaction between these structures could be in process.

5.4.2 A2029/A2033

For this system we obtain the total mass for both structures which can be identified in
the 2D projected density distribution. Both clusters show X-ray emission in good corre-
spondence with the density distribution (Fig. 5.4). The obtained total mass for A2029
(M200 = 9 ± 6 × 1014h−1

70 M�) is in good agreement with that estimated by Walker et al.
[41] using X-ray observations (M200 = 10.1± 0.6× 1014h−1

70 M�).
It has a large cD galaxy [38] whose major axis is aligned in the NE to SW direction,
in approximately the same direction as that joining it to nearby A2033. These two sys-
tems, together with A2028 and A2066 form a small supercluster [16]. Studies examining
whether or not these systems are connected by a filament structure show that this is not
the case [33, 41]. Therefore, there is no conclusive evidence showing that these systems
have interacted in the past or that they are now interacting, given the observed relaxed
state of both structures. Nevertheless, if we take into account that they belong to the same
supercluster and that the dynamical classification as interacting system is stable (see Sect.
5.3), it could be expected that these clusters would interact in the future.
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Chapter 6

Individual study of merging cluster
candidate A267.

As it was introduced in chapter 3 in a ΛCDM universe the structure formation proceeds
in a hierarchical way, i.e. the smaller structures are formed first and then, through their
mergers, the larger structures are formed. In this context, we develop the software MeSsI,
which identifies candidates for merging clusters. In this chapter, we present a spectro-
scopic, dynamic and morphological analysis of the candidate to merging cluster A267.

This cluster, located at z ∼ 0.230, has a mass of M200 = 3.23+0.82
−0.69h

−11014M� [21], a
radius of R200 = 1.19 Mpc [23] and was classified as not relaxed by various authors [2,
22, 27]. It presents an offset of ∼ 33kpc between the position of the X-ray emission peak
and the BCG and an offset of ∼ 90kpc between the X-ray peak and the mass distribution
peak according to the gravitational lens map [22, 27]. On the other hand, A267 presents
a cD galaxy in the centre [6], an elliptic X-ray emission distribution [2, 16, 27] and a
temperature of 8.7keV [5]. Also Kale et al. [18] and Pratt et al. [22], taking into account
the radio emission, arrive to the conclusion that it does not have a cold core. It is important
to note that this system was classified as a fossil group [12, 31] with a magnitude gap
between the first and the second galaxy of ∆m12 > 2.12. Considering that many works
predict that fossil groups were formed at high redshift (z > 1) [7, 9, 10] it is expected
that these groups will be in a relaxed dynamic state and will not exhibit a high rate of
substructures. Nevertheless, Zarattini et al. [32] find a high fraction of substructures in
a sample of real fossil groups. In this context we study the probability of finding fossil
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groups which have had a recent major merger in numerical simulations.

It should be noted that this work was carried out in collaboration with Dra. Elizabeth
Gonzales (weak lensing analysis), Lic. Marı́a José Kanagusuku (fossil groups analysis),
Dr. Gabriel Oio (X-ray emission analysis), Dr. Mariano Dominguez and Dr. Carlos
Valotto (statistical analysis), Dr. Nilo Castellano, Lic. Tania Tagliaferro, Dr. Héctor
Cuevas and Lic. Daniel Lang (data reduction).

6.1 Data Acquisition.

6.1.1 Spectroscopic and photometric catalogues.

In order to carry out the dynamic analysis, we use the spectroscopic survey Hectospec
[23].

On the other hand, for the photometric analysis we use data from the V and i+ filters of
the Suprime-cam [19] mounted on the 8.2m Subaru telescope. It is worth mentioning that
these are public data and can be downloaded from the SMOKA archive (Subaru Mitaka

Okayama Kiso Archive).

The data reduction was carried out using the software THELI [24] following the pro-
cedure described in Schirmer et al. 2015 [25]. In order to detect galaxies and eliminate
spurious detections, we use the SExtractor software [3]. In addition, to determine the
zero point of the photometry, we use the sources classified as stars (following the pro-
cedure described in Castellón et al. 2016 [4]) and compare them with the SDSS-DR12
survey [1]. Aperture photometry for stars in the i+ (V) bands are compared to SDSS aper-
ture magnitudes, after applying the magnitude system transformation described by Yagi
et al. [30] to obtain g and r SDSS magnitudes from the Subaru’s V and i+ magnitudes.

6.1.2 X-ray observations and data reduction.

In order to analyse the spatial distribution of the gas present in the ICM, we studied the
X-ray emission using the data from the public archive of the Chandra telescope. This
cluster was observed (Obsid 3580) with a exposure time of 20, 143Ks with the ACIS-
I CCD (Advanced CCD Imaging Spectrometer array) [13]. The reduction of the data
was carried out using the CIAO (Chandra Interactive Analysis of Observations) software
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version 4.7.8. In addition, the contamination sources were detected and removed using
the code wavdetect belonging to CIAO.

6.1.3 Simulated data.

In order to study the probability that a fossil group had a recent major merger, we analysed
data from the semianalytic model for galaxy formation developed by Guo et al. [14]
applied to the Millenium I cosmological simulation [29]. This simulation follows the
evolution of 21603 dark matter particles in a volume of 500Mpch−1 in a ΛCDM universe
with cosmological parameters consistent with those reported by WMAP1 [28](Ωm = 0.25,
Ωb = 0.045, ΩΛ = 0.75, h = 0.73, Ωk = 0, ns = 1 y σ8 = 0.9)

6.2 Dynamic and morphological analysis.

As was specified previously, the A267 cluster was classified as a candidate for a merg-
ing cluster using the MeSsI code [8]. This software found that the most likely scenario
was that the interaction was in the line of sight. The figure 6.1 shows the 2 interacting
substructures found by MeSsI. As can be seen, the main substructure is composed by
the central galaxies of the cluster (< R200) and has an average redshift of 〈z〉 = 0.228,
while the secondary substructure is composed by the external galaxies (> R200) and has
an elongated shape with redshift from z ≈ 0.225 to z ≈ 0.240.

In order to quantify the stability of these results, we made 100 realisations of the galaxy
cluster by randomly discarding the 10% of the member galaxies in each realisation. Then,
using the software MeSsI, we analyse each one to determine its dynamic state. We found
that the system is classified as interaction in all random samples, indicating that the clas-
sification is stable.

Focusing our analysis on the main component of the system, we study the dynamic
state by restricting the analysis to galaxies within R200. We found that this component
has a high probability (≈ 60%) of being in fusion. However, when performing a stability
analysis similar to the one previously described, we found that only 47 of the 100 ran-
dom realisations of this component is classified as in interaction. This indicates that such
classification is not stable.
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Figure 6.1: Distribution of the member galaxies of the substructures identified by MeSsI.
The color scale shows the redshift of each galaxy.

Continuing with the analysis of the central component, we performed the Dressler-

Shectman test [11] (See section 3.2.2) to the galaxies of this component. In figure 6.2
we plot the positions of the galaxies within R200. We show in colours the radial velocity
difference with respect to the average of the cluster, while the size of the circles represents
the δ statistics of each galaxy.

We found a ∆/ngal = 1.2704 parameter for the cluster, which implies a value p =

0.022 estimated by the analysis of 1000 Monte Carlo realisations. It can be seen that there
is a substructure to a redshift smaller than the cluster average to the west of the centre.

Taking into account these results, and in order to identify the substructures present
within R200, we made a 3-dimensional Mixture of Gaussians (See section 2.2.1) (angu-
lar coordinates + redshift) weighting each galaxy by its luminosity. For this we use the
mclust code of the language R [26]. We find 2 substructures that match those identified
by the Dressler-Shectman test.

Using the spectroscopic data of the member galaxies of each substructure, we estimate
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Figure 6.2: Results of the Dressler-Shectman test for the A267 core. We plot the posi-
tions of the galaxies within a box of R200×R200, with the colourbar and size coding their
velocities and their δ parameter, respectively.

Table 6.1: Main characteristics of the substructures identified within R200.

Str. n z σV Mvir M200

(km s−1) (×1014 M�) (×1014 M�)
1 100 0.2308 832± 77 4.93± 0.91 4.88± 1.35
2 25 0.2236 306± 57 0.45± 0.17 0.24± 0.14

their virial masses:

Mvir =
3π

2

σ2
VRH

G
, RH =

N(N − 1)

2

1∑
j>i |rij|−1

(6.1)

where |rij| is the distance between the galaxies i and j, RH is the mean harmonic
radius and σV is the velocity dispersion estimated by the gapper method [15].

In table 6.1 we present the main characteristics of both substructures.

The figure 6.3 shows the galaxies of both substructures in phase space, where ∆v is
the peculiar velocity of each galaxy estimated as ∆vi = c(zi − z1)/(1 + zc), where zi, z1

and zc correspond to the redshift of the galaxy i, the redshift of the main substructure and
the redshift of the cluster (zc = 0.23), while σ corresponds to the velocity dispersion of
the main substructure. On the other hand, the black dotted lines correspond to the constant
values of (∆/σ) × (R/R200), defined by Noble et al. 2013 [20], that divide the phase
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space into a virialized zone (lower zone), a mixed area (region between both curves) and
an infalling zone corresponding to the external region.

Figure 6.3: Phase-space diagram for A267. Red and blue circles represent the two struc-
tures found with MCLUST. Dashed lines correspond to constant values of (|∆(v)|/σ1) ×
(r/r200) following Noble et al. 2013 [20]

As can be seen, the galaxies that are members of the main substructure are in the
virialized zone, whereas the member galaxies of the secondary substructure are mostly in
the area corresponding to infalling. This reinforces the hypothesis that this system presents
a dynamic state that is not relaxed and is in a merging process.

On the other hand, taking into account the photometric magnitudes according to what
is described in the section 6.1, we plot in the left panel of the figure 6.4 the colour-
magnitude diagram for the central region of the cluster. In red and blue points are dis-
tinguished the galaxies belonging to the 2 identified substructures, in black points are
plotted other galaxies that are found at the same redshift and in black squares are highlight
those galaxies that are within <= 0.5R200 from the centre of the cluster. It is important
to note that the difference in magnitudes between the first and the second galaxy within
0.5R200 is ∆mag12 = 2.279, which confirms the classification of this system as a fossil
group.

On the right panel of Fig. 6.4 we show the colour histogram for both structures. There
is a tendency for red galaxies belonging to the main structure to have a redder colour than
those from the infalling structure.
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Figure 6.4: Left: CMD diagram for A267, where the red, blue and black dots represent
galaxies belonging to the main substructure, the infalling substructure and the outskirts, re-
spectively. Black squares enclose galaxies with distances to the cluster’s centre< 0.5R200.
Right: Colour histogram of the structures.

To study the ICM gas distribution, we analysed the maps of the X-rays brightness
contours. Convergence map (made by Okabe et al. [21]) together with X-ray brightness
contours and galaxies of each identified substructure are plotted in figure 6.5. Although
there are no substructures in the projected density map, it can be seen that there are 2 peaks
in the X-ray emission contours aligned in the NE-SO direction. It is important to note that
the elongation of the density map and the distribution of galaxies of the main component
identified by MeSsI are in the same direction.

6.3 Fossil groups in cosmological simulations.

Using the simulation described in 6.1 we identify FGs at z = 0 considering two different
criteria. On the one hand we consider the criterion of Jones et al. 2003 [17] that establishes
that a fossil group (FG12) must have a difference of magnitude between the first and the
second brightest galaxies of more than ∆m12 > 2.0. On the other hand, we consider the
criterion established by Dariush et al. 2010 [7] which states that fossil groups (FG14)
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Figure 6.5: Projected density map made by Okabe et al. [21] superimposed to the X-ray
emission contours. In red circles and green squares are plotted the galaxies belonging to
the substructures identified by MeSsI in this region.

must have a difference of magnitude between the first and the fourth brightest galaxies of
more than ∆m14 > 2.5. In both criteria only those galaxies within 0.5×R200 are taken into
account. In addition, taking into account that fossil groups must have an X-ray emission,
we restrict ourselves to studying haloes with masses greater than MFG = 1013.5M�h

−1.
With these criteria we obtain a final sample of 2146 FF12 and 1130 FG14.

We study the merger history of the identified FGs and we determine the redshift,
zmerger, defined as the redshift at which the group pass through its last major merger event
in which its total mass is increased by more than a factor ∆M = 4/3. This corresponds
to a merger between the original fossil group and another system with more than 1/3 of
the total mass of the fossil group at this redshift. Results for FG12 and FG14 are in good
agreement and show that ∼ 43% have the last major merger event at zmerger < 0.8.
We also analyse the fraction of groups that had a recent major merger (zmerger < 0.3), ob-
taining that 25% of the identified fossil groups satisfies this condition. If we consider only
massive groups (MFG > 1014 M� h−1), the fraction of groups that had a recent merger
event is reduced to a 15%. This could be observed in Figure 6.6 (upper panel), in which
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the median MFG computed for each zmerger is obtained. As it can be seen, massive sys-
tems tend to present larger zmerger values. Moreover, this trend is also observed for ∆M

(see figure 6.6 upper panel), suggesting that important merger events are more likely at
larger redshifts.
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Figure 6.6: Results obtained from simulated data. Upper panel: Logarithmic of the me-
dian mass of the FGs at z = 0 related to the redshift of the last major merger event, zmerger.
Lower panel: Median factor of the mass increment after the last merger event as a function
of zmerger. In blue are shown FG12 and in red FG14.
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6.4 Conclusions.

In this work, a dynamic and morphological study of theA267 cluster was carried out. This
system was classified as a fossil group and as a non-relaxed group by different authors.
However, it is expected that fossil groups will have a relaxed dynamical state and few
substructures.

In the first part of the work we performed a dynamic study of the system using the
software MeSsI in which it was possible to confirm the presence of 2 major substructures.
Continuing with the dynamic study, we focus our analysis on the main substructure, which
is formed by galaxies within R200. Analysing the spectroscopic and morphological data of
the galaxies within this region we found 2 substructures, one of which is in the virialized
region of the cluster while the other is in the region of infalling (figure 6.3).

The presence of substructures within R200 was also confirmed by the bimodal distribu-
tion of the X-ray emission and the elongation of the gravitational lens contours estimated
by Okabe et al. [21].

In order to study the probability that a fossil group presents substructures, we analyse
the merger trees of 2 samples of fossil groups constructed from the semianalytical model
of Guo et al. [14] applied to the data of the Millenium cosmological simulation [29].
We find that approximately 15% of the massive fossil groups had a recent major merger
(zmerger < 0.3), whereas if we analyse the smaller groups (< 1014M�h

−1) the fraction
increases up to 25%. Considering these results is to be expected that some fossil groups
have a significant fraction of substructures, being the A267 cluster a particular case of this
phenomenon.
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Benôit Mosser, Demitri Muna, Adam D. Myers, Kirpal Nandra, Jeffrey A. New-
man, Mark Neyrinck, Duy Cuong Nguyen, Robert C. Nichol, David L. Nidever,
Pasquier Noterdaeme, Sebastián E. Nuza, Julia E. O’Connell, Robert W. O’Connell,
Ross O’Connell, Ricardo L. C. Ogando, Matthew D. Olmstead, Audrey E. Oravetz,
Daniel J. Oravetz, Keisuke Osumi, Russell Owen, Deborah L. Padgett, Nikhil Pad-
manabhan, Martin Paegert, Nathalie Palanque- Delabrouille, Kaike Pan, John K.
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Chapter 7

Studies on the angular distribution of
the cosmological parameters.

In this chapter we will present the results of the study of the cosmic microwave background
through supervised and unsupervised machine learning techniques. These techniques al-
lowed studying the CMB data in a new and independent way. These studies give place to
the CosmoML software, which allows us to estimate the cosmological parameters using
the temperature power spectrum of the CMB as feature. Although this algorithm does
not improve the precision of the measurements compared with the traditional methods,
it reduces significantly the computation time. Another advantage of this new approach
is the ability to easily add new features from different cosmological observations (BAO,
supernovas, Sunyaev-Zeldovich effect, etc.) and to analyse them in a homogeneous way.

7.1 On the temperature power spectrum of the cosmic
microwave background.

In the chapter 1 we introduced the standard cosmological model, which describes the main
characteristics of the universe assuming homogeneity and isotropy, and that the different
fluids that composed the universe do not interact with each other. However, it is important
to emphasise that these are approximations and that in order to describe some phenomena
with greater precision, as for example the cosmic microwave background, it is necessary to
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take into account the small inhomogeneities in the matter and energy distribution and the
interactions between the different fluids. Taking into account the small inhomogeneities
in the fluids distribution, these will produce inhomogeneities in the metric, which can be
modelled by adding a perturbative term to the FRW metric (see eq. 1.2). If we work in
the Newtonian gauge, also called conformal gauge, such perturbations are coded into 2

functions ψ and φ which depends on the spatial coordinates and on the time [9]:

ds2 = a2(t)
[
−(1 + 2ψ)dt2 + (1− 2φ)dxidxj

]
(7.1)

On the other hand, in order to model the interactions between the different fluids, it
is necessary to study the Boltzmann equations, which describe the temporal variation of
the phase space distribution function of each fluid, taking into account the interactions
between them:

dfs(x
i, Pi, t)

dt
=
∂fs
∂t

+
dxi

dt

∂fs
∂xi

+
dPi
dt

∂fs
∂Pi

= C[fs] (7.2)

where fs(xi, Pi, t) is the distribution function of a given fluid s which describes the
distribution of that fluid in the phase space and C[fs] is a term that takes into account the
interactions of that fluid with the other components present in the universe.

Following the definitions introduced in Ma & Bertschinger 1995 [9], it is convenient
to write the distribution function of a fluid as the distribution of the 0th order function that
will have the fluid in a homogeneous and isotropic universe without taking into account
the interactions with other components, plus a perturbative term Ψ(xi, Pi, t):

fs(x
i, Pj, t) = fs0(P )[1 + Ψ(xi, Pj, t)] (7.3)

Taking into account this distribution function, we can write the energy-moment tensor
as:

Tµ,ν =

∫
dP1dP2dP3(−g)−1/2PµPν

P 0
f(xi, Pj, t) (7.4)

Defining qi ≡ Pi/(1− φ) = qni, with nini = δijn
inj = 1 and taking into account the

angular dependencies, this tensor can be rewritten in a simplified form as:
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T 0
0 = −a−4

∫
q2dqdΩ

√
q2 +m2a2f0(q)(1 + Ψ) (7.5)

T 0
i = a−4

∫
q2dqdΩqnif0(q)Ψ (7.6)

T ij = a4

∫
q2dqdΩ

q2ninj√
q2 +m2a2

f0(q)(1 + Ψ) (7.7)

Finally, we can relate the different components of the energy-momentum tensor with
the physical properties of a fluid in a similar way to what is done in equation 1.3 for an
homogeneous and isotropic universe

T 0
0 = −(ρ+ δρ) (7.8)

T 0
i = (ρ+ P )vi (7.9)

T ij = (P + δP )δij + Σi
j, Σi

i = 0 (7.10)

Working in Fourier space we can define the variables θ and σ in the following way:

(ρ+ P )θ ≡ ikjT 0
j (7.11)

(ρ+ P )σ ≡ −(k̂ik̂j −
1

3
δij)Σ

i
j (7.12)

Solving the equations 7.2 for each fluid (dark matter, photons, neutrinos and baryons)
taking into account the interactions between baryons and photons by Compton scatter-
ing, and assuming that dark matter does not present interactions with any particle of the
standard model, the distributions of the different components result:
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Photons (7.13)

δ̇γ = −4

3
θγ + 4φ̇

θ̇γ = k2(
δγ
4
− σγ) + k2ψ + κ2(θb − θγ)

Neutrinos

δ̇ν = −4

3
θν + 4φ̇

θ̇ν = k2(
δν
4
− σν) + k2ψ

Dark Matter

δ̇DM = −3φ̇− θDM
θ̇DM = − ȧ

a
θDM + k2ψ

Baryonic Matter

δ̇b = −3φ̇− θb
θ̇b = − ȧ

a
θb + k2ψ + k2c2

sδb −Rκ̇(θb − θγ)

It is interesting to note the similarity between the equations of baryons and dark matter.
This is because both components are nonrelativistic and present a state equation w = 0.
However, we can see that in the equation for baryons there is an extra term (k2c2

sδb −
Rκ̇(θb − θγ)) that comes from the interaction between baryons and photons by Compton
scattering.

Similarly, the equations for photons are very similar to the equations for neutrinos,
because both components are relativistic and have a state equation w = 1/3. Again the
only difference lies in the extra term in the case of the photons (k2ψ + κ2(θb − θγ)) that
comes from their interaction with the baryons.

Finally, given a set of cosmological parameters and solving the set of equations 7.13,
we can obtain the perturbations to the photons distribution, which will result in small
perturbations in the temperature ∆T of these photons. Finally, it these perturbations will
translate to anisotropies in temperature and polarisation that we will observe in the cosmic
microwave background. Taking into account the spherical topology of the problem, we
can describe the temperature anisotropies by means of spherical harmonics:
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∆T (~x) =
∞∑
l=1

l∑
m=−l

alm(~x)Ylm (7.14)

Taking into account the statistical nature of this analysis, we can not exactly predict
the temperature that will have a photon coming from a given direction. However, we can
predict the power spectrum Cl of that distribution, which is defined by:

< alma
∗
l′m′ >= δll′δmm′Cl (7.15)

Where <> refers to an angular average. Finally this power spectra (Cl) will be the
fundamental observable with which we will work.

7.2 Analysis of the main components of the temperature
power spectra.

As it was introduced in chapter 2, to work with machine learning methods it is necessary
to have a data set that contains all the relevant information for our problem. For this
work we estimate the power spectra for 5000 random cosmological models varying the
cosmological parameters Ωmh

2, Ωbh
2, Ωk, H0, n, As and τ within an interval around the

parameters estimated by Planck [11]. In addition we will add as an independent parameter
109Ase

−2τ .

Given a set of cosmological parameters, we can solve the set of equations 7.13 and
obtain the temperature power spectrum that would be observed in a universe with those
parameters (see equation 7.15). There are several programs that perform these calcu-
lations in a numerical way. In this chapter we will use the software CAMB (Code for

Anisotropies in the Microwave Background) 1 to calculate the power spec-
tra corresponding to different cosmological models.

In figure 7.1 you can see examples of some spectra calculated for different cosmolo-
gies.

In table 7.1 we present the intervals used in each parameter to build the training set.

It is important to note that these spectra are theoretical, that is, they come from the

1https://camb.info/

https://camb.info/
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Figure 7.1: Examples of power spectra computed with CAMB for different sets of cosmo-
logical parameters.

numerical resolution of the Boltzmann-Einstein (Equations 7.13). However, the spectrum
estimated from the measurement of the temperature anisotropies on the sky suffers from
various observational problems such as, the contamination from secondary anisotropies,
the resolution of the telescope, etc. that introduce errors in the measurement. To have
a set of simulated spectra similar to those observed, we construct, for each one of the
numerically calculated spectra, a simulated temperature map with the same resolution
as the Planck maps using the sphtfunc.synfast function of the healpy software 2

[4]. Then, using the anafast function from the same software, we calculate the spectrum
corresponding to the temperature map. In this way we simulate the errors introduced by the
resolution of the instrument. Finally, to minimize the errors introduced by the resolution
of the instrument is common to work with a binned spectrum. In our case we will use 80

bins, because if we use a smaller number of bins, relevant information is lost, whereas if
we increase too much the number of bins we begin to model the errors produced by the
resolution of the instrument. In figure 7.2 it can be seen an example of a power spectrum

2http://healpix.sourceforge.net
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Parameter Minimum Maximum Planck
Ωmh

2 0.1131 0.1263 0.1197
Ωbh

2 0.02131 0.02269 0.022
Ωk −0.1 0.1 0
H0 62.31 72.31 67.31
n 0.9469 0.9841 0.9655
As 1.988 ∗ 10−9 2.408 ∗ 10−9 2.198 ∗ 10−9

τ 0.021 0.1349 0.078

Table 7.1: Studied intervals for each cosmological parameter.

measured in the whole sky and its corresponding binned spectra.
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Figure 7.2: Example of a full-sky spectrum (black line) superimposed to the estimated
bins (red dots).

It is worth mentioning that the Planck maps that we will use in section 7.4.3 were
previously reduced in order to substract the contamination of secondary anisotropies, so it
is not necessary to introduce such errors in our simulated maps.

In figure 7.3 it can be seen the final sample of simulated spectra for the set of cosmolo-
gies previously described.
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Figure 7.3: Power spectrum of the different cosmological models that will be used in the
analysis with machine learning methods.

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10
% Variance .641 .239 .0894 .016 .0026 .0019 .000702 .00068 .00064 .00063

Accumulative .641 .88 .9694 .9854 .988 .9899 .9906 .9913 .99194 .99257
Variance

Table 7.2: Relative importance of the principal components of the spectra.

As a first step to study a data set, it is common to performed a principal components
analysis (see section 2.2.1), which gives us information between the correlations of the
different features (in this case the bins of the power spectra) and can help us to reduce the
dimensionality of the problem.

When doing this analysis to the set of power spectra, we find that only the first 8

components are important, representing more than the 99% of the variance of the data.
In other words, with only the values of the first 8 components any spectrum (within the
studied ranges) can be reconstructed with less than 1% of error. In table 7.2 you can see
the relative importance of the first 10 principal components.
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Figure 7.4: Correlation between the 8 first principal components and the cosmological
parameters.

7.2.1 Unsupervised learning techniques applied to the principal com-
ponents.

Having found the principal components that describe our data set, it is natural to analyse
the correlations between these components and the cosmological parameters.

The figure 7.4 shows, schematically, the relationships between the first 8 components
and the cosmological parameters. As you can see, there are parameters that have a strong
correlation with some of the components (see for example the correlation between the first
component C1 and Ωk), while there are other cosmological parameters (H0) that seem to
have no relationship with these components. This type of analysis shows us quickly that
these components can be use as features to predict some of the cosmological parameters.

Continuing with the analysis of the spectra by unsupervised learning techniques, it
is natural to ask whether the spectra corresponding to different cosmological models are
grouped in different areas in the feature space. In order to do this we perform a mixture
of Gaussians (see section 2.2.1), with the package Mclust [14] of R, in the feature space
without using information about the cosmological parameters. In figure 7.5 we show the
cosmological models in the Ωmh

2 − Ωk space, distinguishing by colour the groups found
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Figure 7.5: Cosmological models belonging to the same groups found by mclust in the
Ωmh

2-Ωk space.

by the Gaussian mixture. It is important to note that this algorithm only studies the prin-
cipal components calculated from the spectra without information from the cosmological
parameters that gave rise to those spectra. You can see that cosmologies that share the
same Ωk are grouped. This can be understood since there is a strong correlation between
this parameter and the principal components, especially with the first one C1. As will
be seen later, these correlations imply that the curvature is the cosmological parameter
predicted with the best performance using machine learning algorithms.

7.3 CosmoML: Estimation of the cosmological parame-
ters through supervised machine learning methods.

As seen in the previous section, there are different correlations between the principal com-
ponents and the cosmological parameters. This means that by studying such relationships
it is possible to predict the cosmological parameters using the principal components of a
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given spectrum.

The traditional way of estimating the cosmological parameters using the CMB spec-
trum is through an extensive exploration in the cosmological parameter space using Monte
Carlo Markov chains. This method has the advantage that it does not only estimate the
parameters that best fit a given spectrum, but also give us information about the covari-
ances of these parameters around the best fit values. However, the main disadvantage of
these algorithms is that they consume a lot of time, especially when they want to explore
multidimensional spaces such as those of cosmologic interest in which is common to work
with more than 6 variables.

Another disadvantage of traditional methods is the difficulty of combining data from
different cosmological tests (BAO, CMB, supernovas, etc.) since these techniques uses
the Bayes theorem to estimate the probability of a given observation to come from a given
set of cosmological parameters. To estimate this probability, it is necessary to know the
combined likelihood of the different data sets, what is very difficult to obtain analytically
and usually requires of big simulations for it estimation.

With this in mind, we decided to perform a supervised machine learning algorithm
that estimates the cosmological parameters using as features the principal components of
the CMB power spectrum. These techniques have the ability to estimate the parameters
that best fit a given spectrum in a computationally more efficient way than the traditional
methods, but suffers the disadvantage of not being able to provide information on the
covariances around the best fit values. On the other hand, taking into account the way
in which machine learning methods work, it is very easy to add features that contain
information from different cosmological probes.

In section 7.3.1 we will analyse a ’toy model’ to understand the improvement on the
estimation of the cosmological parameters when we add features that contain information
about the Hubble diagram of supernovas.

As we saw in chapter 2 the starting point of any supervised machine learning method
is a data set in which we know both the predictor variables or features (in this case the
principal components of each spectrum) and the variables that we want to predict (in this
case the cosmological parameters). Using the data set previously built through numerical
simulations (see section 7.2) we studied 3 machine learning techniques belonging to the
caret [8] library of R: Random Forest, Support Vector Machine and K-Nearest Neigh-
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bour. It is worth mentioning that because these algorithms are designed to predict a single
variable using n predictor variables, it was necessary to train a different model for each
cosmological parameter.

In order to avoid overfitting we randomly divide the data set into 2 independent sets, a
training set and a test set, and then we train the machine learning algorithms using only the
training set. Once the algorithms are trained, we can estimate the cosmological parameters
corresponding to the test set, and then compare them with the real parameters.

In figures 7.6 and 7.7 you can see the comparison between the predicted cosmological
parameters and the real ones for the 3 machine learning methods previously described.

To quantify the error made in the predictions it is convenient to define the following
statistics:

χ2 =
n∑
i

(Ωi,real − Ωi,predicho)
2

n− 1
(7.16)

where Ωi,real and Ωi,predicted are the real and predicted values of each parameter for
each cosmological model of the test set.

As can be seen, all the algorithms predict with good precision all the cosmological
parameters with the exception of the Hubble constant. In principle this could be due to the
fact that we are not analysing the appropriate features, i.e. that the variables that we are
using to predict do not have enough information to predict H0. To verify this, we made
the same analysis but adding new features, such as: the position (i.e. the multipole) of the
maximums and minimums of each spectrum, the value (i.e. Cll(l + 1)) of the maximums
and minimums, the ratio between the different maximums, the ratio between the different
minimums and the ratio between maximums and minimums. The figures 7.8 and 7.9 show
the comparison between the cosmological parameters predicted and the real ones for the
testing set with the 3 supervised machine learning methods previously described using the
extended set of features. As it can be seen, even in this new feature space the algorithms
have a bad estimation of H0. Although this does not rule out that there could be another
feature space not studied by us in which one can get a good estimate of H0, this analysis
indicates that to estimate H0 it is necessary to continue with the traditional methods or to
add information from other cosmic tests.

The results of the χ statistics for the different algorithms are summarised in table 7.3. It
can be seen that the algorithm that has the best performance is the Support Vector Machine.
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Figure 7.6: Comparison between cosmological parameters predicted with supervised
learning methods and real ones for all cosmological models of the test set.

Finally, after having trained the different models, we can carry out an study on the
relative importance of the features used to make the predictions. In figures 7.10 and 7.11
you can see the relative importance of the different features when estimating each of the
cosmological parameters using the Support Vector Machine algorithm previously trained.

As can be seen, the estimation of Ωmh
2, Ωbh

2 and n depends mainly on the 5th prin-
cipal component, what matches the correlations plotted in figure 7.4. Note that although



194 Chapter 7. Studies on the angular distribution of the cosmological parameters.

Figure 7.7: Comparison between cosmological parameters predicted with supervised
learning methods and real ones for all cosmological models of the test set.

Model Ωmh
2 Ωk Ωbh

2 H0 τ n As [10−11] 109Ase
−2τ

RF 0.0032 0.0073 0.00030 2.9 0.021 0.007 9.1 0.016

KNN 0.0033 0.0083 0.00032 2.8 0.021 0.0073 9.4 0.031

SVM 0.0031 0.0071 0.00029 2.9 0.020 0.007 8.8 0.016

Table 7.3: Results of the performance (χ) of the different machine learning methods when
estimating the cosmological parameters.
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Figure 7.8: Comparison between the cosmological parameters predicted with the extended
feature space and the real ones for all the cosmological models of the test set.

there is a correlation between these parameters and the 5th component, this correlation has
a certain scatter, which translates into uncertainties when estimating these cosmological
parameters through supervised machine learning methods.

On the other hand, the estimation of τ , As and 109Ase
−2τ depends mainly on the 2nd

component. Again this agrees with what is plotted in figure 7.4.

Finally, the estimation in Ωk depends on the first component, with which it has a strong
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Figure 7.9: Comparison between the cosmological parameters predicted with the extended
feature space and the real ones for all the cosmological models of the test set.
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Figure 7.10: Relative importance of the different features when predicting the cosmologi-
cal parameters.

correlation (see figure 7.4) with a low scatter. In addition, this parameter also has a great
correlation with other components, which leads to the fact that its estimation is the one
with the least uncertainty.

As can be seen in figure 7.6 the estimation of the Hubble constantH0 through machine
learning techniques has a great uncertainty. This can be understood due to the lack of cor-
relation (see figure 7.4) between this parameter and the principal components (see figure
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Figure 7.11: Relative importance of the different features when predicting the cosmologi-
cal parameters..

7.10).

7.3.1 Cosmological parameters estimation using CMB + Supernovas.

As is known, there are different degenerancies between the cosmological parameters that
produce that different combinations of parameters give rise to very similar observables.
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This is why it is essential to combine different cosmological tests that break these de-
generations and so, get more precise constraints in the different parameters. With this in
mind, we decided to make a ’toy model’ to study how our predictions would be affected
if we add features that contain information about the Hubble diagram of supernovas. The
Hubble diagram is a relation between the distance module (DM ), estimated from the com-
parison between the absolute and the apparent magnitude of an object, and the redshift.
This relationship is given by the following equation [5]:

DM = 5log

(
(1 + z)DM

10Pc

)
(7.17)

where DM is the comoving distance that depends on the cosmological parameters.

For this study we generated 5000 simulated Hubble diagrams using the same cosmo-
logical models used previous to generate the CMB power spectra. With this goal in mind
we construct, for each set of cosmological parameters, a set of simulated galaxies that
have the same distribution of redshift as the JLA supernova sample [1]. Then, using the
equation 7.17, we estimate the DM corresponding to each galaxy according to its red-
shift. Finally we added a Gaussian error with σ = 0.05 + 0.004 ∗DM (using the function
generate_mu_z of the software astroml) in the distance module to simulate the real
uncertainties produced by observational effects. As features we used the average of the
distance module of the galaxies in 10 bins of redshift.

In figure 7.12 you can see the binned Hubble diagram of the supernovae of the JLA
sample, superimposed on the simulated Hubble diagrams.

Finally our new training set consists of 5000 cosmological models with their respective
CMB power spectrum and a simulated Hubble diagram. Using as features the 8 principal
components of the power spectra, plus the 10 bins from the Hubble diagram, we train
3 supervised machine learning algorithms (Random Forest, Support Vector Machine and
K-Nearest Neighbour) using the training set.

In figures 7.13 and 7.14 we show the comparisons between the predicted cosmological
parameters and the real ones for the cosmological models of the test set.

You can see that all the algorithms have a good performance when estimating all the
cosmological parameters. It is interesting to note the improvement in the prediction of the
Hubble constant H0 if we compare with the predictions made without information from
the Hubble diagram.
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Figure 7.12: Binned Hubble diagram (Modulus distance in function of the redshift). In
gray lines are shown the supernovas of the simulated samples and in the black line is
highlighted the mean of DM for each bin of z. While in black points are plotted the
average of the DM in bins of z for the JLA supernova sample.
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Figure 7.13: Comparison between the cosmological parameters predicted with
CMB+Hubble-diagram features and the real ones for all cosmological models of the test
set.

This is due to the fact that when using 2 different cosmological probes (CMB + Hubble
Diagram), the degenerancies present in the estimation of the parameters can be broken and
thus, achieve a better prediction.

The figure 7.15 shows the relative importance of the features when predicting the Hub-
ble constant. It is interesting to note that the more relevant features are those that have in-
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Figure 7.14: Comparison between the cosmological parameters predicted with
CMB+Hubble-diagram features and the real ones for all cosmological models of the test
set.
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formation about the Hubble diagram, demonstrating the importance of adding this features
in order to predict this parameter.
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Figure 7.15: Relative importance of the features when estimating the Hubble constant.

7.4 Angular distribution of the cosmological parameters.

The standard cosmological model described in chapter 1 is based on 2 fundamental as-
sumptions: homogeneity and spatial isotropy. Thanks to these 2 assumptions the Einstein
equations are simplified and can be solved arriving at the FRW metric. As previously spec-
ified, although numerous observations support this model, still remain important details
that are not fully understood. This is why it is necessary to test the different assumptions
in which this model is supported. In particular, we know that the distribution of matter
in the Universe is highly inhomogeneous, and that only reaches homogeneity when it is
averaged on large scales (≈ 100 Mpc) [10]. However, it is not clear which is the cor-
rect way to average tensors in the framework of general relativity [2, 6, 15], and if such
inhomogeneities can affect the different cosmological observations.
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While, according to the standard model, we should not find significant anisotropies in
the values of the cosmological parameters, it is not clear if the inhomogeneities present in
the Universe can affect these distributions. In previous works Carvalho & Marques 2015

[3] studied the distribution of cosmological parameters using Hubble diagrams constructed
with supernovae in different zones of the sky. Although they do find some anisotropies,
these will not be large enough to generate a backreaction effect as the one proposed by
Kolb et al. 2006 [7] as an alternative to dark energy. Also, it is important to note that the
sample of supernovas used in such analysis has a highly anisotropic angular distribution,
which leads to the fact that the estimation of the parameters in some areas of the sky is
through the fitting of very few supernovas and, therefore, have a big uncertainty. Bearing
in mind that this problem is not present in the CMB, since we have homogeneous informa-
tion (coming from the same instrument and calibrated in the same way) throughout the sky
(with the possible exception of the contamination mask provided by Planck), we decided
to study the angular distribution of the cosmological parameters using the temperature
power spectra of different zones of the sky.

To be able to estimate the angular distribution of the cosmological parameters, we
divide the sky into 192 frames corresponding to the pixels estimated by the software
Healpix with a pixelization schema with NSIDE = 4. The figure 7.16 shows the
areas of the sky that we will study, corresponding to the pixelization scheme of Healpix
with NSIDE = 4. Then we estimate the power spectrum of each zone using the function
anafast of the Healpix code. The figure 7.17 shows, as an example, the spectrum of
an area of the sky compared to the full-sky spectrum . As it can be seen, there are notable
differences between both spectra, this is mainly because the angular mask of the studied
area (in this case the pixel shape given by Healpix) add a false signal that must be taken
into account when making cosmological analysis with the spectra.

7.4.1 Reconstruction of the power spectra.

With the aim of disaffecting the spectrum of each zone from the signal introduced by the
mask and so, reconstruct the original power spectrum that correspond to a given set of
cosmological parameters, we use a machine learning technique called Denoising AutoEn-

conders (DAEs) that was previously implemented with success in the reconstruction of
temporary signals with low signal-noise in other areas of science [16].
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Figure 7.16: Analysed sky areas corresponding to the pixelization scheme of Healpix with
NSIDE = 4.
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Figure 7.17: Comparison between the power spectrum of 2 randomly selected areas of the
sky and the correspondent full-sky power spectrum.

This technique consists of a neural network (see chapter 2) whose input data is the
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signal with the noise incorporated (in our case the value of each multipole of the spectrum
of each area of the sky) and whose output is the signal without the noise (in our case, the
value of each multipole of the original spectrum corresponding to a given cosmological
model). Finally, we add a hidden layer with a number of neurons smaller than the number
of input and output data. In figure 7.18 it can be seen an outline of the architecture used.

Figure 7.18: Architecture Scheme used in the neural network.

To build the data set necessary to train the neural network, we will use the previously
simulated sky maps. We divide each map of the sky into 192 frames following the same
pixelization scheme with NSIDE = 4. Then, we calculate the power spectrum for 20

randomly selected areas of the sky. Finally, our data set will consist of 20 spectra from
different areas of the sky for each of the 5000 cosmologies, related to the correspond-
ing theoretical spectra of each cosmological model. We again divide the data set into 2

independent sets, train the DAEs with one of this set and test it with the other one.
The figure 7.19 shows, as an example, the full-sky spectrum of a given model of the

test set, superimposed to the spectrum of a randomly chosen area corresponding to the
same model and to the reconstructed spectrum of that frame.

To quantify the reconstruction obtained through this method, we define the following
statistic:

∆ =
1500∑
l=50

(Cl,real − Cl,rec)2 (7.18)
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Figure 7.19: Example of the reconstruction of an spectrum of a zone of the sky corre-
sponding to a pixel of the pixelization scheme of Healpix with NSIDE = 4.

where Cl,real is the real value of the multipole in the theoretical spectrum of a given
cosmological model and Cl,rec is the value of the multipole in the reconstructed spectrum.

In figure 7.20 we present the histogram of ∆ for all the cosmological models of the
test set. It can be seen that, with the exception of a few spectra in the distribution tail, this
technique reconstructs the power spectrum with a good signal-noise.

7.4.2 Estimation of the cosmological parameters.

Once we reconstruct the spectra of each area of the sky, we can apply the methods de-
scribed in section 7.3 to estimate the cosmological parameters in each frame and found
the angular distribution of those parameters.

Considering that the reconstruction of the spectra has associated errors, it is necessary
to study how these errors can affect the estimation of the parameters. For this we estimate
the cosmological parameters from the reconstructed spectra for the test set, and then we
compare them with the real values. In figures 7.21 and 7.22 we plot the values of the
cosmological parameters predicted with the reconstructed spectra of the test set vs the real
values. It can be seen that the predictions get considerably worse if we compare them with
the predictions made with the full-sky spectra (see figures 7.6 and 7.7). This means that
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Figure 7.20: Histogram of ∆ for all the cosmological models of the test set

Model Ωmh
2 Ωk Ωbh

2 H0 τ n As [10−11] 109Ase
−2τ

SVM 0.0031 0.0071 0.00029 2.9 0.020 0.007 8.8 0.016

Table 7.4: Results on the performance (χ) of the Support Vector Machine method when
estimating the cosmological parameters in the different frames of the sky corresponding
to the pixelization scheme of Healpix with NSIDE = 4.

small errors in the reconstruction of the spectra, lead to large errors in the prediction of the
parameters. As you can see we only have a good estimation in Ωk, τ , As and 109Ase

−2τ .
In table 7.4 we show the values of the χ statistic for the estimation of the parameters in
different areas of the sky using the Support Vector Machines algorithm.

7.4.3 Estimation of the angular distribution of the cosmological pa-
rameters in PLANCK data.

As was previously specified, the Planck data presents an homogeneous distribution through-
out the sky with the exception of the contamination mask (see figure 7.23). While most
of the cosmological analysis are made with the Planck maps excluding the areas of the
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Figure 7.21: Comparison between the cosmological parameters predicted from the recon-
structed spectra and the real ones for all the cosmological models of the test set.

contamination mask, in our work we decided to use the map of the whole sky provided
by Rogers et al.3 [12, 13] (see figure 7.24). These map was constructed through statistical
methods that reconstruct the primary anisotropies in those areas of the sky that are on top
of the contamination mask. It is important to note that this reconstruction is not perfect so

3http://www.silc-cmb.org/

http://www.silc-cmb.org/
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Figure 7.22: Comparison between the cosmological parameters predicted from the recon-
structed spectra and the real ones for all the cosmological models of the test set.
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the results obtained in sky areas that have a large percentage of contamination mask will
be unreliable.

Mollweide view

-471.044 435.266[µK]

Figure 7.23: Angular map of the contamination mask.

Mollweide view

-683.586 701.047[µK]

Figure 7.24: SILC angular map, provided by Rogers et al. [12, 13].

Using this map of the whole sky, we divide it into zones corresponding to the pixels
of Healpix with NSIDE = 4 and then we estimate the power spectrum in each of
these frames. In order to reconstruct the original power spectrum and disaffect it from the
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signal introduced by the shape of each area of the sky, we applied the DAEs previously
trained according to what was described in section 7.4.1. Once the spectra have been re-
constructed, we estimate the corresponding cosmological parameters for each zone. Tak-
ing into account the results of the previous section, we will only estimate Ωk, τ , As and
109Ase

−2τ .

In figure 7.25 we show the histograms of the 4 parameters for the 192 sky areas.

As it can be seen, the distributions have an approximately Gaussian form, however
there are some extreme values that need to be studied in more detail to determine if they
are significant.

To study this, we made 100 simulated maps of the CMB with the cosmological param-
eters found by Planck collaboration [11]. Then, we apply to each map the same procedure
as to the real data, obtaining 100 distributions for each parameter corresponding to sim-
ulated maps of the standard cosmological model. In figure 7.25 you can see, in black
lines, the distributions of each simulated map, while in red line is shown the distributions
corresponding to the real data. In addition, in black vertical line we show the average
of the estimated cosmological parameter with the full-sky map of each simulation, where
the error band is given by the standard deviation of the estimated values. In red vertical
line we shown the value estimated through the methods described in the section 7.3 for
the full-sky map of Planck, where the error band corresponds to the χ statistic. For a
better comparison we added, in the vertical green line, the value estimated by the Planck
collaboration with its respective error [11].

As you can see, the results of the estimations with the full-sky map of the real data
are totally consistent with the values found by the Planck collaboration and with the re-
sults obtained from the 100 simulation of the standard model, with the exception of the
parameter 109Ase

−2τ in which we found a slight inconsistency of ≈ 1.5σ.

On the other hand we can see that the distributions found in the real data show no-
table differences with the distributions found in simulations. However, it is important to
note that the estimations of the parameters in each area of the sky are affected by the un-
certainties detailed in the table 7.4. Also as specified previously, the map used does not
contain the corresponding contamination mask, so many pixels can be affected by various
secondary anisotropies. To study if the differences between the distributions can come
from these anisotropies, we estimate the percentage of the map of sky that is not affected
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Figure 7.25: Histograms of the estimated cosmological parameters for the 192 areas of
the sky. In black lines are shown the distributions of each simulated map, while in red
lines are shown the distributions corresponding to the real data. Also, in vertical line is
plotted the average of the cosmological parameter estimated with the full-sky map of each
simulation, where the error band is given by the standard deviation of the estimated values.
In red vertical line is shown the value estimated by the methods described in section 7.3
for the full-sky map of Planck, where the error band corresponds to the χ statistic. For
a better comparison we added, in vertical green line, the value estimated by the Planck
collaboration with its respective error [11].
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by the Planck’s contamination mask in each area of the sky. The figure 7.26 shows the
estimations of the cosmological parameters as a function of the percentage of sky that is
not affected by the contamination mask in each area of the sky. You can see that extreme
values occur in areas of the sky that have a low percentage of sky unaffected. This shows
that while the reconstruction of primary anisotropies carried out by Rogers et al. [12, 13]
is good, small errors can be translated into bad estimations in the cosmological parameters.

With this in mind, we studied the distribution of the cosmological parameters on the
SILC map with the Planck mask (see figure 7.23). The figure 7.27 shows the distributions
of the parameters for the SILC maps with the Planck contamination mask (red lines). In
black lines we plot the results for the simulated maps. For a better comparison we also
added the contamination mask to these maps. Finally, the green distribution shows the
distribution found in the Planck data adding the value of the χ statistic corresponding to
the error detailed in the table 7.4.

It can be seen that once taken into account the uncertainty in the estimation of the
parameters introduced by the machine learning method and the effects produced by the
contamination mask, the results found in the actual Planck data are totally consistent with
what is found in the standard model simulated map. This result shows that the anisotropies
found in the different cosmological parameters are not significant and are totally consistent
with the assumptions of homogeneity and isotropy.

7.5 Conclusions.

In this chapter, we present the results of the study of the CMB power spectrum through
machine learning methods.

As was specified in previous chapters, the first step in the application of machine learn-
ing techniques is the construction of a data set representative of the problem we want to
address. In our case, using the software CAMB that resolves numerically the Boltzmann-
Einstein equations (Ec. 7.13), we build a data set that includes the power spectrum of 5000

cosmological models around Planck cosmology.

Using this data set, we first studied 2 unsupervised learning techniques, PCA and
mixture of Gaussian. It was found that the spectra can be represented accurately by the
value of the fist 8 principal components, which are related to the cosmological parameters
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Figure 7.26: Value of the estimated cosmological parameter as a function of the percentage
of the sky that is unaffected by the Planck contamination mask in each zone.
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Figure 7.27: Histograms of the estimated cosmological parameters for the 192 areas of
the sky with the contamination mask. In black lines are shown the distributions of each
simulated map, while in red lines are shown the distributions corresponding to the real
data. Finally, the green line shows the distribution found in Planck data adding the value
of the χ statistical corresponding to the error detailed in the table 7.4.
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(see figure 7.4). When making a mixture of Gaussian in the space of the 8 principal
components, we discovered that those models that have the same curvature are grouped
(see figure 7.5).

Starting with the supervised learning techniques, we studied the ability of these tech-
niques to estimate the cosmological parameters using as features the first 8 principal com-
ponents previously calculated. We find that these methods can estimate reliably all the
parameters with the exception of the Hubble constant H0 (see figures 7.6 and 7.7).

Taking into account the degenerancies present in the estimation of the cosmological
parameters, we build a ’toy model’ in which we analyse the improvement in the estimation
when adding features with information about the Hubble diagram of supernovas (section
7.3.1). We found that adding this information considerably improves the estimations of
the parameters, in particular the estimation of the Hubble constant (see figures 7.13 and
7.14). This demonstrates the ability of the machine learning methods to analyse features
of different nature and break the present degenerancies.

In section 7.4 we studied the possibility of estimating the cosmological parameters in
different areas of the sky. For this was necessary to build an automatic machine learning
method that reconstructs the power spectra of each zone of the sky and eliminate the signal
produced by the shape of the studied area. Although this reconstruction method has a good
performance, small errors in the reconstruction lead to very bad estimations of some of the
cosmological parameters. In particular, we could only estimate with good precision Ωk, τ ,
As and 109Ase

−2τ (see figure 7.8 and 7.9).

Finally, in section 7.4.3 we estimate the full-sky parameters and their angular distri-
bution using Planck data. In particular, we work with the SILC map built by Rogers et

al. [12, 13]. The values found by our methods for the full-sky map coincide completely
with the values found by the Planck collaboration [11], with the exception of the param-
eter 109Ase

−2τ where we found a slight inconsistency of ≈ 1.5σ. On the other hand,
we found differences between the angular distributions of the parameters in the real data
compared with the 100 simulated maps. However, we were able to demonstrate that these
differences can be explained completely due to the contamination present in some pixels.
In particular, if we analyse the Planck data with the contamination mask we do not found
differences with which is found in the simulated map (see figure 7.27).

From the results presented in this chapter we can conclude that there are no evidences
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of significant anisotropies in the angular distribution of the cosmological parameters.
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Chapter 8

Study on the interaction between dark
matter and the CMB photons.

As was introduced in chapter 1 one of the main properties of dark matter is that it only
interacts with the other standard model particles through gravity, and maybe through weak
interactions. Current observations support this assumption by putting upper limits in the
magnitude of other possible interactions. However, numerous studies show that even an
small interaction within the allowed limits, can have observational consequences in dif-
ferent cosmological scales [4, 12, 13], and even relieve some problems of the standard
cosmological model [2, 8, 9].

In this chapter we present the preliminary results of a study on the impact of an in-
teraction between dark matter and CMB photons. In particular we developed a code that
implements the Boltzmann formalism [3] to study the variation on the energy distribu-
tion of the CMB photons when interacting with any massive particle, generating a similar
effect to the Sunyaev-Zeldovich [10, 11].

It is worth to remark that this work was done in collaboration with Dra. Celine Bœhm
and Dr. Mariano Dominguez.

223



224 Chapter 8. Study on the interaction between dark matter and the CMB photons.

8.1 Redistribution function for the generalised Sunyaev-
Zeldovich effect.

The Sunyaev-Zeldovich effect is the change in the CMB black-body spectrum due to the
interactions between CMB photons and the electrons observed in the ICM. These small
spectral variations are presented as secondary anisotropies of the CMB, and so it is neces-
sary to model them before doing cosmological analysis with the CMB. On the other hand,
considering that this effect is independent of the redshift, it is a powerful method to search
for high-redshift galaxy clusters [7].

Traditionally the Sunyaev-Zeldovich effect is calculated by the radiative transfer method
of Chandrasekar [1], however it was shown by Lavalle & Bœhm [3] that the estimation of
the Sunyaev-Zeldovich effect using the the collisional method, taking into account the
Boltzmann equation, is totally equivalent to the traditional one. Nevertheless, it is impor-
tant to note that the collisional method has the advantage of being easily generalised to
other interactions between photons and massive particles.

Considering Boltzmann’s collisional formalism, the change in the black-body spec-
trum of the CMB photons due to the interactions with the electrons present in the ICM is
(see equation 5 of Bœhm & Lavalle 2009[3]):

∆Iγ(Ek1) = −
∫
dl

∫
d3 ~p1

(2π)3

d3 ~p2

(2π)3

d3 ~k2

(2π)3

(2π)4δ4(p1 + k1 − p2 − k2)

4Ep2Ek2

M2

4Ek1Ep1

∗ {Iγ(Ek1)f(Ep1 , ~x)− E3
k1

E3
k2

Iγ(Ek2)f(Ep2 , ~x)} (8.1)

where k1,2 are the quadri-vectors corresponding to the incoming and outgoing photons
and p1,2 are the quadri-vectors corresponding to the incoming and outgoing electrons. On
the other hand, I0

γ is the black-body distribution, M2 is the amplitude of the interaction (in
this case the Compton scattering) and f(Ep1 , ~x) is the energy distribution of the electrons.

It is clear from equation 8.1 that to study the generalised Sunyaev-Zeldovich effect
(SZG) produced by the interaction between photons and any massive particle with a given
energy distribution, we need just to put in equation 8.1 the correct M2 amplitude of the
interaction and the correct energy distribution f(Ep1 , ~x) of the particle in study.
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Figure 8.1: Coordinate reference system for the elastic two-body interaction.

From now on we will work in a general way assuming a given amplitude M2 and a
given energy distribution f(Ep1, ~x). To simplify equation 8.1 it is convenient to work in a
coordinate system like the one shown in figure 8.1

In this reference system the quadri-vectors are:

pµ1 = (Ep1 , p1sinθp1cosφp1 , p1sinθp1sinφp1 , p1cosθp1) (8.2)

pµ2 = (Ep2 , p2sinθp2cosφp2 , p2sinθp2sinφp2 , p2cosθp2)

kµ1 = (Ek1 , 0, 0, k1)

kµ2 = (Ek2 , k2sinθk2cosφk2 , k2sinθk2sinφk2 , k2cosθk1)

In addition, taking into account that for a massive particle pµpµ = m2 and that for
photons kµkµ = 0, we get (see equations 31-36 of Bœhm & Lavalle 2009[3]):

p1,2 =
√
E2
p1,2
−m2 (8.3)

k1,2 = Ek1,2
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If we restrict ourselves to studying low density environments, such as the ICM, we
can assume that the photons only interact once with the massive particle and so, we can
approximate Iγ ≈ I0

γ . If we also take into account the restrictions imposed by the δ4 factor
on the energy of the outgoing particles, we get:

∆Iγ(Ek1) = − 1

4(2π)3Ek1

∫
dl

∫
p2

1dp1dΩp1

[
p2

2dp2dΩp2

(2π)3

k2
2dk2

(2π)3

(2π)4δ4(p1 + k1 − p2 − k2)

4Ep2Ek2

]
dΩk2

M2

Ep1

∗ {I0
γ(Ek1)f(Ep1 , ~x)− E3

k1

E3
k2

I0
γ(Ek2)f(Ep2 , ~x)}

= − 1

4(2π)3Ek1

∫
dl

∫
p2

1dp1dΩp1

[
αt2

4(2π)2(1− βµ)

]
dΩk2

M2

Ep1

∗ {I0
γ(Ek1)f(Ep1 , ~x)− I0

γ(tEk1)f(Ep2 , ~x)

t3
} (8.4)

where,

t =
Ek2
Ek1

=
(1− βµ)

(1− βµ′) + α(1−∆)
(8.5)

α =
Ek1
Ep1

µ = ~p1. ~k1/|~p1||~k1| = cosθp1

µ′ = ~p1. ~k2/|~p1||~k2| = cosθp1cosθk2 + sinθp1sinθk2cos(φp1 − φk2)
∆ = ~k1. ~k2 = cosθk2

Ep2 = Ep1 + Ek1 − tEk1
p2 =

√
E2
p2
−m2

sinθp2 =

√
(p1sinθp1cosφp1 − k2sinθk2cosφk2)

2 + (p1sinθp1sinφp1 − k2sinθk2sinφk2)
2

p2

Making a change of variables p1 7→ Ep1 and taking into account that p2
1 = E2

p1
−m2 ⇒

2p1dp1 = 2Ep1dEp1 ⇒ p21dp1
Ep1

= p1dEp1 we obtain:
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∆Iγ(Ek1) = − 1

16(2π)5

∫
dl

∫
p1dEp1dΩp1t

2dΩk2

M2

(1− βµ)Ep1

∗ {I0
γ(Ek1)f(Ep1 , ~x)− I0

γ(tEk1)f(Ep2 , ~x)

t3
} (8.6)

Finally, to estimate the change in the black-body spectrum produced by a given inter-
action, it is enough to compute the amplitude M2, the corresponding energy distribution
and to perform the integral described in the equation 8.6.

If we also assume that we can decompose the distribution function of the massive
particles into a spatial component and a component related with the energy, and that the
spatial component will not be affected by the interactions with low energy photons (as in
the case of the CMB photons), we get:

∆Iγ(Ek1) = − 1

16(2π)5

∫
f(~x)dl

∫
p1dEp1dΩp1t

2dΩk2

M2

(1− βµ)Ep1

∗ {I0
γ(Ek1)f(Ep1)−

I0
γ(tEk1)f(Ep2)

t3
}

∆Iγ(Ek1) = τ̃ δIγ(Ek1) (8.7)

It is important to remark that, depending on the particle mass, the interaction amplitude
and the photons energy, the assumptions used previously may not be correct, and so, it will
be necessary a detailed analysis of those cases. For example, if we work with a light dark
matter particle, we will need a high numeric density in order to reach the mass observed
in galaxy clusters (≈ 1014M�), and so it may affect the one-scattering assumption. On the
other hand, if we have a strong interaction (high M2), it may affect the spatial distribution
of the dark matter particles [2, 8, 9].

In figure 8.2 it can be seen the energy redistribution function for the interaction be-
tween the CMB photons and the free electrons in the ICM that follows a Maxwell-Boltzmann
energy distribution, estimated with the collisional method. As a comparison we show the
same energy redistribution function, but calculated using the traditional radiative trans-
fer method. It can be seen the the redistribution function estimated by both method are
similar, demonstrating that these methods are completely equivalent.
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Figure 8.2: Energy redistribution function for the interaction between CMB photons and
electrons in the ICM that follow a Maxwell-Boltzmann energy distribution with different
temperatures. In dotted lines are plotted the results found using the Boltzmann method,
while in lines are shown the results obtained through the traditional radiative transfer
method.

From equation 8.6 it can be seen that if we change the energy distribution of the elec-
trons, the effect produced on the CMB photons will change. In particular, in figure 8.3 is
shown the energy redistribution of the CMB photons if we take into account the results
found by Lavalle et al. 2010 [5]. They study the SZ effect that will produce a popula-
tion of electrons with a non-thermal energy distribution that comes from the annihilation
between dark matter particles (See equation 4.9 of Lavalle et al. 2010 [5]).

As it can be seen, although the redistribution function estimated through the collisional
method follows the same trend as the one estimated through the traditional method, it
have some instabilities. It is important to remark that because of computational time the
integrals were done numerically using the function mcquad from the scikit-monaco
library of Python. This function uses Monte-Carlo methods in order to perform the
integrals, and so, it could introduce the observed instabilities.

Taking into account the definitions of the equation 8.5, we can define the cross-section
for an elastic two-body interaction as (see equation 51 of Bœhm & Lavalle 2009[3]):
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Figure 8.3: Energy redistribution function for the interaction between CMB photons and
electrons coming from the annihilation between dark matter particles that follow a non-
thermal energy distribution with different temperatures. In dotted lines are plotted the
results found using the Boltzmann method, while the results obtained with the traditional
radiative transfer method are plotted in solid lines.

d2σ =
(2π)4

4p1k1

[
d3 ~p2

(2π)32Ep2

d3 ~k2

(2π)32Ek2

]
δ4(p1 + k1 − p2 − k2)|M2| (8.8)

this cross-section depends on the energy of the interacting particles (p1 and K1) and
on the angle between their velocities (θp1) and quantifies the strength of the interaction. In
figure 8.4 it can be seen the cross-section for the Compton scattering between photons and
electrons normalised to the theoretical value of σth = 6.652458 10−29m2.

It can be seen that, through the collisional method we recover the correct value for the
cross-section of this interaction for all the values of p1, k1 and θp1 .
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Figure 8.4: Thomson cross-section σth estimated through the collisional method and nor-
malised to the theoretical value.

8.2 Study on the interaction between dark matter and
photons.

8.2.1 Dipolar dark matter model.

As was described in chapter 1 a dark matter candidate must be neutral. The dipole dark
matter model, give us a neutral candidate that have an interaction with the photons through
their magnetic and electric dipoles. In this section we will study the consequences that
these interaction will have on the energy function of the CMB photons.

The Lagrangian for the dipolar dark matter model is:

Lγ,χ = − i
2
χ̄σµ,ν(M+ γ5D)F µ,ν (8.9)

where σµ,ν = i
2
[γµ, γν ] and F µ,ν = ∂νAµ − ∂µAν . On the other hand, M and D

are parameters that quantify the magnetic and electric dipole respectively and χ̄ is the
corresponding dark matter particle spinnor.

To study the interactions between dark matter and photons, it is necessary to take into
account the Feynman diagrams plotted in figure 8.5
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Figure 8.5: Feymann diagrams representative of the interactions between dark matter and
photons.

Interaction with the magnetic dipole.

Taking into account the contribution of the magnetic dipole (M) present in the Lagrangian
described in equation 8.9, we can estimate the amplitude of the interaction represented in
the Feymann diagram (see figure 8.5 left) as:

M2
mag = Tr[MmagM

∗
mag]

M2
mag = Tr[ū(p2)γµγνk

µ
2 ε
ν
2(/p+m)γργσk

ρ
1ε
σ
1u(p1)ū(p1)εσ

′

1 k
ρ′

1 γσ′γρ′(/p+m)εν
′

2 k
µ′

2 γν′γµ′u(p2)]

M2
mag = [(/p2

+m2)/k2γν(/p+m)/k1γσ(/p1
+m1)γσ′/k1(/p+m)γν′/k2]ηνν

′
ησσ

′

Taking into account that the trace of an odd number of γ matrix is 0 and that contracting
the dumb indexes ν ′ and σ′, the resulting amplitude is the sum of 8 terms, M2 = I + II +

III + IV + V + V I + V II + V III , where:
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I = Tr[/p2
/k2γν/p/k1γσm1γ

σ/k1mγ
ν/k2]

II = Tr[/p2
/k2γνm/k1γσ/p1

γσ/k1mγ
ν/k2]

III = Tr[/p2
/k2γνm/k1γσm1γ

σ/k1/pγ
ν/k2]

IV = Tr[m2/k2γν/p/k1γσ/p1
γσ/k1mγ

ν/k2]

V = Tr[m2/k2γν/p/k1γσm1γ
σ/k1/pγ

ν/k2]

V I = Tr[m2/k2γνm/k1γσ/p1
γσ/k1/pγ

ν/k2]

V II = Tr[/p2
/k2γν/p/k1γσ/p1

γσ/k1/pγ
ν/k2]

V III = Tr[m2/k2γνm/k1γσm1γ
σ/k1mγ

ν/k2]

As it can be noticed, the terms I , III , IV , V , V I and V III are identically 0 because
/k1,2/k1,2 = k2

1,2 = 0. Then we just have to calculate the II and V II variables.

• II:

II = Tr[/p2
/k2γνm/k1γσ/p1

γσ/k1mγ
ν/k2]

II = −2m2Tr[/p2
/k2γν/k1/p1

/k1γ
ν/k2]

II = 4m2Tr[/p2
/k2/k1/p1

/k1/k2]

II = 4m2[p2.k2Tr(/k1/p1
/k1/k2)

−p2.k1Tr(/k2/p1
/k1/k2)

+p2.p1Tr(/k2/k1/k1/k2)

−p2.k1Tr(/k2/k1/p1
/k2)

+p2.k2Tr(/k2/k1/p1
/k1)]

II = 4m2[2p2.k2Tr(/k1/p1
/k1/k2)]

II = 2M432m2p2.k2[(k1.p1)(k1.k2)− (k2
1)(p1.k2) + (k1.k2)(p1.k1)]

II = 2M4
[
64m2(p2.k2)(k1.p1)(k1.k2)

]
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• V II:

V II = Tr[/p2
/k2γν/p/k1γσ/p1

γσ/k1/pγ
ν/k2]

V II = 4Tr[/p2
/k2/p/k1/p1

/k1/p/k2]

V II = 4[pk1Tr(/p1
/k1/p/k2/p2

/k2)

−pp1Tr(/k1/k1/p/k2/p2
/k2)

+pk1Tr(/k1/p1/p/k2/p2
/k2)

−ppTr(/k1/p1
/k1/k2/p2

/k2)

+pk2Tr(/k1/p1
/k1/p/p2

/k2)

−pp2Tr(/k1/p1
/k1/p/k2/k2)

+pk2Tr(/k1/p1
/k1/p/k2/p2

)]

V II = 128(p.k1)(p1.k1)(p.k2)(p2.k2)− 64(p2)(k1.p1)(k1.k2)(p2.k2)

V II = 2M4
[
128((p1 − k1).k1)(p1.k1)((p1 − k1).k2)(p2.k2)− 64(p2)(k1.p1)(k1.k2)(p2.k2)

]
Finally adding II and V II , and taking into account that p2 = m2, we obtain:

M2
mag = 2M4128(p1.k1)2[(p1.k2)(p2.k2)− (k1.k2)(p2.k2)] (8.10)

To estimate the contribution of the interaction represented in the Feymann diagram 8.5
right, it is enough to replace k1 with k2 and put p = p1 + k2. Finally, the amplitude of the
interactions coming from the magnetic dipole is:

M2
mag = 2M4128(p1.k1)2[(p1.k2)(p2.k2)−(k1.k2)(p2.k2)]+128(p1.k2)2(p2.k1)[(p1.k1)+(k1.k2)]

(8.11)

Interaction with the electric dipole.

Taking into account the contribution of the magnetic dipole (D) present in the Lagrangian
described in the equation 8.9, we can estimate the amplitude of the interaction represented
in the Feymann diagram (See figure 8.5 left) as:
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M2
ele = Tr[MeleM

∗
ele]

M2
ele = Tr[ū(p2)γµγνγ5k

µ
2 ε
ν
2(/p+m)γργσγ5k

ρ
1ε
σ
1u(p1)ū(p1)εσ

′

1 k
ρ′

1 γ5γσ′γρ′(/p+m)εν
′

2 k
µ′

2 γ5γν′γµ′u(p2)]

M2
ele = [(/p2

+m2)/k2γνγ5(/p+m)/k1γσγ5(/p1
+m1)γ5γσ′/k1(/p+m)γ5γν′/k2]ηνν

′
ησσ

′

In a similar way to the amplitude of the interaction of the magnetic dipole, we can
decompose this interaction into 8 terms. In addition, if we consider that k2

1,2 = 0, the only
non-null terms are:

II = Tr[/p2
/k2γνγ5m/k1γσγ5/p1

γ5γ
σ/k1mγ5γ

ν/k2]

V II = Tr[/p2
/k2γνγ5/p/k1γσγ5/p1

γ5γ
σ/k1/pγ5γ

ν/k2]

It is easy to see that the calculation is identical to the magnetic dipole so that finally
we get that M2

ele = M2
mag.

Then the total amplitude of the interaction between dipolar dark matter and photons is:

M2 =
{

128(p1.k1)2[(p1.k2)(p2.k2)− (k1.k2)(p2.k2)]+

128(p1.k2)2(p2.k1)[(p1.k1) + (k1.k2)]
}
∗ 2(M4 +D4) (8.12)

Taking into account this amplitude we can estimate the cross-section for this interac-
tion for different values of p1, k1 and θp1 . In figure 8.6 it can be seen the results obtained
through the collisional method.

Taking into account this amplitude, we can estimate the energy redistribution produced
by a population of dark matter particles that follow a thermal energy distribution. In figure
8.7 are shown the results obtained for energy distributions of different temperatures. While
in figure 8.8 are shown the results for a population of dark matter particles with mDM =

106KeV that follows a thermal distribution with kBT = 5 ∗ 104KeV and have different
values of M and D. It is important to clarify that, due to its nature, it is not expected that
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Figure 8.6: Cross-section for the interaction between photons and dipolar dark matter
particles of different masses, estimated through the collisional method. Left. Dipolar dark
matter with M = D = 2∗10−16KeV −1 and mDM = 106KeV . Right Dipolar dark matter
with M = D = 2 ∗ 10−16KeV −1 and mDM = 109KeV .

dark matter particles follow a thermal energy distribution, however this analysis serves to
demonstrate that just by changing the amplitude M2, the effect is significantly less than
the one produced by the electrons through Compton scattering.

8.2.2 Velocity distribution of dark matter particles.

If we assume that dark matter particles are in virial equilibrium, we can estimate their
velocity distribution from the density profile. As was introduced in previous chapters, the
density profile of dark matter haloes follows an NFW profile that can be described in a
general way as:

ρ(r) = ρ0r
3
0r
−1x−2 (8.13)

where x := r + r0.

Taking into account that the density distribution has spherical symmetry, we can de-
compose the distribution function in the phase space, in a spatial component and a com-
ponent related to the energy fDM(Ep, ~x) = pDM(Ep)ρ(r). Then, if we assume that the
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Figure 8.7: Energy redistribution function for the interaction between photons and dipolar
dark matter particles with M = D = 10−9KeV −1. Left Particles with mdm = 1e3KeV
and with a thermal energy distribution with different temperatures. Right Particles with a
thermal energy distribution with KbT = 100KeV and different masses.

interactions between dark matter and photons do not produce significant changes in the
dark matter distribution, we can solve the Vlasov equation (eq. 8.14) to find the velocity
distribution of the dark matter particles.

d(pDMρ)

dt
= 0 (8.14)

It is important to clarify that the velocity distribution must fulfil the normalisation
condition 4π

∫∞
0
v2pDM(v)dv which ensures that each dark matter particle has a velocity

between 0 and∞.

Finally, the velocity distribution is:

PDM(v) =
4π√

8π2ρ(r)

∫ Ψ−1(E(r,v))

∞

dr̄√
E(r, v)−Ψ(r̄)

F(r̄) (8.15)

where Ψ(r) := Φ(∞) − Φ(r), E(r, v) = (1/2)v2 + Ψ(r), Φ(r) is the gravitational
potential of dark matter and,

F(r) =

[
(
dΨ

dr
)−1d

2ρ

dr2
− (

dψ

dr
)−2dρ

dr

d2Ψ

dr2

]
(8.16)
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Figure 8.8: Energy redistribution function for the interaction between photons and dipolar
dark matter particles with mDM = 106KeV , a thermal energy distribution with kBT =
5 ∗ 104KeV and different values of M and D. For a better comparison the value of δIγ
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Taking into account the NFW profile described in equation 8.13 its derivatives are:

dρ

dr
= ρ0r

3
0

[
−r−2x−2 − 2r−1x−3

]
(8.17)

d2ρ

dr2
= ρ0r

3
0

[
2r−3x−2 + 4r−2x−3 + 6r−1x−4

]
(8.18)

On the other hand, the gravitational potential (and its corresponding derivatives) gen-
erated by this density distribution is:
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Φ(r) = −4πGρ0r
2
0[
r0

r

∫ χ

0

t

1− tdt+

∫ 1−χ

0

dt

Φ(r) = 4πGρ0r
3
0

Ln(r0)− Ln(x)

r
lim
r→∞

Φ(r) = 0

Ψ(r) = Φ(∞)− Φ(r) = 4πGρ0r
3
0r
−1 [Ln(x)− Ln(r0)] (8.19)

dΨ

dr
= 4πGρ0r

3
0

[
x−1r−1 − Ln(x)r−2 + Ln(r0)r−2

]
(8.20)

d2Ψ

dr2
= −4πGρ0r

3
0

[
x−2r−1 + 2x−1r−2 + 2r−3(Ln(r0)− Ln(x))

]
(8.21)

Finally introducing the equations 8.17-8.21 in the equation 8.15, we get:

PDM(v, r) =
1

π2G
√

8ρ(r)

∫ Ψ−1(E(r,v))

∞

4(r̄ + r0)−5 + (r̄ + r0)−4r̄−1(6x̃− 1)

[(r̄ + r0)−1 + r̄−1x̃]

dr̄√
E(r, v)−Ψ(r̄)

(8.22)

where x̃ := Ln(r0)− Ln(r̄ + r0).

In figure 8.9 it can be seen the velocity distribution for a dark matter population in
equilibrium with an NFW halo (ρ0 = 1014M�/Mpc3, r0 = 1Mpc) at a distance r =

0.3Mpc from the centre. In solid lines are shown the results obtained by the resolution
of the Vlasov equation (Eddington method), while in dashed lines are shown Maxwell-
Boltzmann distributions with a velocity dispersion dependent on the distance to the centre
of the cluster (See equation 2.6 and 2.7 of Petač et al. 2018 [6]).

As it can be seen, the distributions estimated with both methods are very similar. How-
ever the estimation of the distributions through the Eddington method require great com-
putational power and present instabilities that must be studied in more detail to get reliable
results. This is why to estimate the generalised Sunyaev-Zeldovich effect produced by a
population of dark matter particles we will use Maxwell-Boltzmann distributions with a
velocity dispersion dependent on the radio.

Taking into account this velocity distribution we can estimate the correspondent energy
distribution taking into account that E2 = m2(1 + v2) for a given particle of mass m.
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Figure 8.9: Velocity distribution of a dark matter population in equilibrium with an NFW
halo (ρ0 = 1014M�/Mpc3, r0 = 1Mpc) at a distance of r = 0.3Mpc from the centre. In
solid lines are shown the results obtained through the Eddington method, while in dashed
lines are shown Maxwell-Boltzmann distributions.

Finally, taking into account this energy distribution and the amplitude of the interaction
between the photons and the dipolar dark matter, we can estimate the effect produced by
this interaction in the energy spectrum of the CMB photons (See figure 8.10).

As it can be seen although we are using a Maxwell-Boltzmann distribution, there are
some instabilities in the final results that must be studied in more detail. However, from re-
sults shown in figures 8.6 and 8.10 we can conclude that the interaction between the CMB
photons and a population of dipolar dark matter particles will not produce a significant
signal in the power spectrum of the CMB.

8.3 Conclusions.

In this chapter we present the preliminary results of a study on the interaction between
dipolar dark matter particles and the CMB photons. This study was done in collaboration
with Dra. Celine Bœhm and Dr. Mariano Dominguez.

In the first part of this chapter we introduced the Boltzmann collisional method, which
was demonstrated by Bœhm et al. 2009 [3], that is completely equivalent to the radiative
transfer method for the estimation of the Sunyaev-Zeldovich effect. However, the colli-
sional method has the advantage of being easily generalised to study interactions between
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Figure 8.10: Energy redistribution function produced by the interaction of CMB photons
with a population of dipolar dark matter particles that follows a Maxwell-Boltzmann dis-
tribution with a velocity dispersion dependent on the radio (See equation 2.6 and 2.7 of
Petač et al. 2018 [6]). For a better comparison the δIγ value of the dark matter with
mdm = 106KeV and mdm = 109KeV was multiply by 5 ∗ 1011 and 104 respectively.

CMB photons and a population of any other massive particle that presents a given velocity
distribution (see section 8.1).

In this direction, we developed a software to estimate the energy redistribution function
of the CMB photons for a given interaction and a given energy distribution. As a check
we estimate the redistribution function of the traditional Sunyaev-Zeldovich effect for
electrons with different velocity distributions (see figures 8.3 and 8.2) and the Thomson
cross-section (see figure 8.4).

In the second part of this work, we study the dipolar dark matter model. From the
Lagrangian of this model we estimate the interactions that the CMB photons will have
with dipolar dark matter particles. Using the previously described software we estimate
the cross-section of this interaction if we vary the different free parameters of the dipolar
dark matter model (M , D and mDM ). We find that the cross-section for all cases is several
orders of magnitude (≈ 40) smaller than the Thomson cross-section σth.
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Taking into account that the dark matter particles are clustered in haloes that follow
a NFW spherical density profile, we estimate the velocity distribution that these particles
would have in equilibrium with the potential of the halo. Finally, using the previously
described software, we estimate the energy redistribution function that would cause the
interaction of a population of dark matter particles in equilibrium. By way of comparison
we also estimate the energy redistribution function if dark matter particles present other
energy distributions. In all cases we found that the variations in the black-body spectrum
of the CMB photons produced by these Interactions are completely negligible.

It is important to note that, depending on the dark matter model we are analysing, the
assumptions used to estimate the energy redistribution of the CMB photons may not be
adequate, and so, a more detailed analysis will be necessary. In addition the final results
obtained by the numerical resolution of the equation 8.7 present some instabilities that
must be analysed in future works. However from the results plotted in figures 8.6 y 8.10
we can concluded that the interaction between the photons of the CMB and a population
of dipolar dark matter particles will not produce a significant signal in the energy spectrum
of the CMB.
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tra, M. A. Miville-Deschênes, A. Moneti, L. Montier, G. Morgante, D. Mortlock,
A. Moss, D. Munshi, J. A. Murphy, P. Naselsky, A. Nastasi, F. Nati, P. Natoli, C. B.
Netterfield, H. U. Nørgaard-Nielsen, F. Noviello, D. Novikov, I. Novikov, M. Ola-
maie, C. A. Oxborrow, F. Paci, L. Pagano, F. Pajot, D. Paoletti, F. Pasian, G. Patan-
chon, T. J. Pearson, O. Perdereau, L. Perotto, Y. C. Perrott, F. Perrotta, V. Pettorino,
F. Piacentini, M. Piat, E. Pierpaoli, D. Pietrobon, S. Plaszczynski, E. Pointecouteau,
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